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The Boston housing price dataset is a well-know dataset 
used for regression analysis.

The dataset contains information on 506 housing units in 
the Boston area, with 14 attributes or features such as 
crime rate, number of rooms, and distance to employment 
centers.
The goal is to predict the median value of owner-occupied 
homes (MEDV) using these features.

In this project I am going to examine the Boston housing 
price dataset in terms of statistical analysis and linear 
algebra.



PROJECT OVERVIEW:

THE PROJECT INVOLVES :

. Examining the type of each variable of the dataset

. Examining the distribution and descriptive statistics each variable 

. Conducting statistical tests like (Normality test, Leven’s Test, T-student 
test, Anova test and so on)

. Finding outliers with box-plot, z-score, and Grubbs methods
. Data transformation (Z-transformation, Box-cox transformation, 

Normalization)

. Modeling the target variable with linear regression method

. Examining the correlation between different variable (using Pearson, 
Spearman, Point-Biserial methods and other methods)

. Equality test of means and variances of two samples



WORKFLOW:

1st step. Examining the type of each variable
2nd step. Dealing with missing values of each attribute
3rd step. Examining each variable in terms of statistics

. Examining the distribution of variable

. Examining the descriptive statistics of variable

. Conducting normality test on the variable

. Data transformation 

. Outlier detecting

. Examining the correlation with target variable

. Scatter plot of variable with target variable

. Equality test of means and variances of samples

. Distribution fitting
4th step. Modeling the target variable with linear regression method

PIPELINE:

In this section I am going to briefly explain the order and 
the pipeline of my work to prepare you for what you are 
going to face with.



Introduction to Boston Housing Dataset: Key Variables & Their Types

Variable Description Type Variable Description Type

CRM Per capita crime rate by town Quantitative
Continuous 

DIS Weighted distances to five Boston 
employment centers

Quantitative
Continuous

ZN Proportion of residential land zoned for lots 
over 25,000 sq. ft.

Quantitative
Continuous 

RAD Index of accessibility to radial highways Qualitative
Ordinal 

INDUS Proportion of non-retail business acres per 
town

Quantitative 
Continuous 

TAX Full-value property tax rate per $10,000 Quantitative
Discrete

CHAS Charles River dummy variable (1 if tract 
bounds river; 0 otherwise)

Quantitative 
Discrete

Binary

PTRATIO Pupil-teacher ratio by town Quantitative
Continuous

NOX Nitric oxide concentration (parts per 10 
million)

Quantitative
Continuous

B Proportion of population that is Black Quantitative
Continuous

RM Average number of rooms per dwelling Quantitative
Continuous

LSTAT Percentage of lower status of the population Quantitative
Continuous

AGE Proportion of owner-occupied units built 
before 1940

Quantitative
Continuous

MEDV Median value of owner-occupied homes in 
$1,000

Quantitative
Continuous



Data Cleansing

Detecting Missing values:
As we can see, Crime Rate column contains some 

missing values that we should firstly detect them, then 
decide how to deal with them.

Count Of Missing Values:
As we can see, there are 20 missing values in Crime 

Rate column, that would approximately be 4% of our 

sample.
There are several approaches that we can take to solve 

this problem 

• Replacing it by average of Crime Rate feature

• Replacing it with mode

• Replacing it with median

• Impute the missing values by a model 

• Removing missing values

Handling Missing Values Of CRIM ( Crime Rate ) Feature



Data Cleansing
Handling Missing Values Of CRIM ( Crime Rate ) Feature

Replacing Missing Values With Average:
If we replace the missing values of Crime Rate with average, the 

marked proportion of data will affect the replacement. 
So, It does not seem wise if we replace it with average, because the 

distributions is highly and positively skewed 

Replacing Missing Values With Mode and Median:
Replacing missing values of this feature with mode or median, seems a 
better approach than replacing them with average; but If we replace the 

missing values of this feature with mode or median, we might make a 
mistake because the Crime Rate in those areas may not follow the majority 

and by replacing mode or median, we are making them to follow the 
majority.

The Best Approach:
Based on the reasons I have mentioned and by paying attention to the 
nature of Crime Rate feature, imputing  the missing values might be a 

better approach.
Crime Rate in a area might be influenced by the areas around, and we 

do not know that those specific areas that we do not have the crime 
rate for, are near to which one of these areas ( those with low crime 
rate or those with high crime rate ) so I believe that imputing by a 

model would a better solution.



Data Cleansing
Handling Missing Values Of CRIM ( Crime Rate ) Feature

Imputing missing values with Naive Bayes Algorithm:
I created different models for predicting the missing values of Crime Rete feature 
and I compared the root mean squared error and other metrics of each of them to 

find the best one for prediction.
This model gave me the root mean squared error of 4 which was relatively good.

Predictions Of Model:
As we can see, the predicted values for missing values of Crime Rate, is so close to 
the mode of this feature, so we can replace the missing values by the mode with a 

good confidence level



Data Cleansing
Handling Missing Values Of ZN ( Zoned ) Feature

Detecting Missing values:
As we can see, ZN column contains some missing 

values that we should firstly detect them, then decide 
how to deal with them.

Count Of Missing Values:
As we can see, there are 20 missing values in ZN 
column, that would approximately be 4% of our 

sample.
There are several approaches that we can take to solve 

this problem 

• Replacing it by average of ZN feature

• Replacing it with mode

• Replacing it with median

• Impute the missing values by a model 

• Removing missing values



Handling Missing Values Of ZN ( Zoned ) Feature

Data Cleansing

Histogram Of ZN Feature:
Paying attention to the histogram chart of ZN feature indicates that 
this feature is highly positively skewed and the mode of this feature 
must be a value between 0 to 10, the chart suggests us that replacing 
the missing values of this feature with the mode, might be the best 

method of handling missing values of this attribute. 
So, next step for us for facing the missing values of this feature is to 

find the mode. We do it we use of descriptive statistics option of 
XLSTAT add-in of excel.

Mode:
The descriptive statistics of this feature tells us the mode of ZN 

attribute is 0 and the frequency of this occurring is 360 times between 
506 records.



Data Cleansing
Handling Missing Values Of INDUS ( Industrial ) Feature

Detecting Missing values:
As we can see, INDUS column contains some missing 
values that we should firstly detect them, then decide 

how to deal with them.

Count Of Missing Values:
As we can see, there are 20 missing values in INDUS 

column, that would approximately be 4% of our 

sample.
There are several approaches that we can take to solve 

this problem 

• Replacing it by average of Crime Rate feature

• Replacing it with mode

• Replacing it with median

• Impute the missing values by a model 

• Removing missing values



Data Cleansing
Handling Missing Values Of INDUS ( Industrial ) Feature

Histogram Of INDUS Feature:
Paying attention to the histogram chart of INDUS feature indicates 

that this feature is multi-modal, so replacing the missing values with 
mode does not seem wise.

Cause this feature does not follow a normal distribution, replacing 
missing values of this attribute with average would not seem a valid 

approach.
On the other hand, this features seems to be highly influenced by other 

features, because INDUS feature shows the industrial proportion of 
each sample which can be related to population, air pollution and so 

on.
So, I believe that imputing the missing values of INDUS feature would 

be the best approach that we can take.
For this purpose, I used RapidMiner software to model INDUS feature 

and impute the missing values of it.



Data Cleansing
Handling Missing Values Of INDUS ( Industrial ) Feature

Imputed Values With The Use Of Decision Tree 
Algorithm

Identifier For Keeping Track Of Missing Values 
Of INDUS

I imputed the missing values of INDUS feature with three 
different algorithms and kept the results to compare .

As we can see, they seem so similar so I decided to take the 
average of them and replace the missing values of INDUS 

feature with these averages.



Data Cleansing
Handling Missing Values Of CHAS ( Charles River ) Feature

Detecting Missing values:
As we can see, CHAS column contains some missing 
values that we should firstly detect them, then decide 

how to deal with them. Count Of Missing Values:
As we can see, there are 20 missing values in CHAS 

column, that would approximately be 4% of our 

sample.
There are several approaches that we can take to solve 

this problem 

• Replacing it by average of Crime Rate feature

• Replacing it with mode

• Replacing it with median

• Impute the missing values by a model 

• Removing missing values



Data Cleansing
Handling Missing Values Of CHAS ( Charles River ) Feature

Frequency Chart Of CHAS Feature:
Considering the frequency chart of CHAS feature, remembering that 

this is a binomial feature, and paying attention to difference between 0 
( which indicates that specific record of us is not near Charles river ) 

and 1 ( which indicates that specific record of us is near Charles river ) 
lead us to this approach to replace the missing values of CHAS feature 

with mode ( which is 0 ). 
But for being more accurate, I would prefer to impute the missing 

values with an algorithm. Cause it would have an effect on different 
aspects of that area ( like business or population of the area ) .

So, I created a model by the use of RapidMiner to impute the missing 
values of this feature. 



Data Cleansing
Handling Missing Values Of CHAS ( Charles River ) Feature

KNN Algorithm:
I used KNN algorithm to impute 
missing values of CHAS feature 

considering that it indicates that an 
area is near Charles river or not, I think 
that KNN algorithm would be helpful 
because it is a distance-base algorithm

Number Of Neighbors:
I set the number of neighbors to 2 and 

then to 1 and got same results.

Results:
As expected, it imputed all the missing values to be 0 ( it is the mode of this feature ); but only imputed the 207th sample to be 1.

NOTE:
Cause our samples are imbalance, we could have made a mistake imputing the missing values like this. To be more accurate, we 

could first balance them. But considering our purpose, that would not be necessary. 

identifier:
I created this feature to keep the track of the missing 

values of CHAS feature.



Data Cleansing
Handling Missing Values Of AGE Feature

Detecting Missing values:
As we can see, AGE column contains some missing 

values that we should firstly detect them, then decide 
how to deal with them.

Count Of Missing Values:
As we can see, there are 20 missing values in AGE 
column, that would approximately be 4% of our 

sample.
There are several approaches that we can take to solve 

this problem 

• Replacing it by average of Crime Rate feature

• Replacing it with mode

• Replacing it with median

• Impute the missing values by a model 

• Removing missing values



Data Cleansing
Handling Missing Values Of AGE Feature

Histogram Of AGE Feature:
The histogram chart of this variable obviously does not follow a 

normal distribution and it is negatively skewed. 
Considering the chart, replacing missing variables of this feature with 

mode or average would not be my preferred method.
I prefer to go with imputing the missing values and using ensembled 

method to deal with missing values of this attribute.
So; like before, I used RapidMiner for this purpose and created a 

model.  



Data Cleansing
Handling Missing Values Of AGE Feature

Algorithms Which I Used:
As we can see, I used three different algorithms for imputing the 

missing values of AGE feature and kept the results of each algorithm to 
use in ensemble method that I wanted to apply. 

Ensemble Method:
Considering that AGE variable is a continuous 
variable, I used the averaging method based on 

these three algorithms to deal with missing 
values of AGE feature.

At the end, I replaced each missing values with 
this corresponding value draw from averaging 

method.



Data Cleansing
Handling Missing Values Of LSTAT ( low-status )  Feature

Detecting Missing values:
As we can see, LSTAT column contains some missing 
values that we should firstly detect them, then decide 

how to deal with them.

Count Of Missing Values:
As we can see, there are 20 missing values in LSTAT 

column, that would approximately be 4% of our 

sample.
There are several approaches that we can take to solve 

this problem 

• Replacing it by average of Crime Rate feature

• Replacing it with mode

• Replacing it with median

• Impute the missing values by a model 

• Removing missing values



Data Cleansing
Handling Missing Values Of LSTAT ( low-status )  Feature

Histogram Of LSTAT Feature:
Histogram of this feature indicates that this variable is uni-modal, so 
one approach would be replacing the missing values with mode, but 

the point is that; LSTAT ( which indicates the proportion of low-status 
people in an area ) would be guessable based on that area’s 

characteristics. 
 so, like before I preferer to impute the missing values not to replace 

them.
So, I created a model like this model below. 



Data Cleansing
Handling Missing Values Of LSTAT ( low-status )  Feature

Algorithms Which I Used:
As we can see, I used three different algorithms for 

imputing the missing values of LSTAT feature and kept the 
results of each algorithm to use in ensemble method that I 

wanted to apply. 

Ensemble Method:
Considering that LSTAT variable is a 

continuous variable, I used the averaging 
method based on these three algorithms to 

deal with missing values of AGE feature.
At the end, I replaced each missing values with 
this corresponding value draw from averaging 

method.



Data Cleansing
Handling Missing Values

All Missing Values Are Replaced Or Imputed:
As we can see in the table below, all missing values of all features of our dataset are either 

replaced or imputed now.
We do not have any missing values anymore. 

Now there would be the best time to go for the next step of our analysis, that would be 
examining the distribution of each variable and their descriptive statistics.



Statistical Analyses ( CRIM Variable )
Examining The Distribution

CRIM Histogram Chart:
The chart shows us that Crime rate variable is highly and positively skewed.

Crime rates above 26% are rare and majority of different towns of Boston 

have crime rates below this number.
Being this much skewed, might have an effect on our statistical analyses. So; 

we need to apply some kind of transformation ( log transformation, Box-Cox 
transformation, etc. ) to deal with this problem, and then, we can apply our 

analyses.
The chart also suggests that this variable might have many outliers that we 

will talk about later on.

Mode:
The mode of CRIM feature must be something in this range.



Examining The Descriptive Statistics

• There are 506 observations in this variable’s column

• there are not any missing values for this variable 

• All of the records are filled with data 

• Minimum value of this variable 

• Maximum value of this variable 

• Minimum value of this variable can be seen only 1 time among all of the records

• Maximum value of this variable can be seen only 1 time among all of the records

• Maximum - Minimum

• 25% of data of this variable are below this value and 75% of our data are greater than this number 

• 50% of data of this variable are below this value and 50% of our data are greater than this number 

• 75% of data of this variable are below this value and 25% of our data are greater than this number 

• Sum of all values in this variable’s column 

• Average of our sample 

• The variance of the population for this variable

• The variance of the sample for this variable

• The standard deviation of the population for this variable

• The standard deviation of the sample for this variable

• A skewness value of 5.29 is considered very high and indicates that your distribution is highly positively skewed.

The distribution has a long tail on the right side. This means that the majority of the data points are concentrated on the 
left side, but there are some extremely high values that stretch out to the right.

• A kurtosis of 37.6 suggest that the peak of the distribution of this variable is extremely sharp 

• The mean of the population of this variable must be something between 2.7 and 4.2 with confidence level of 95%

• The variance of the population of this variable must be something between 65.2 and 83.5 with confidence level of 95%

Statistical Analyses ( CRIM Variable )



Normality Test ( Anderson-Darling Method )

Normality Test Result :
p-value is less than alpha, so we should reject the 

null hypothesis. So; CRIM variable ( as we saw 
before ) does not follow a normal distribution.
Considering the p-value, it is not even close to 

alpha, and we might never convert this variable's  
distribution, to a normal one. Even by transforming 

methods or removing outliers. 

P-P & Q-Q plot:
Paying attention to these two charts, as we 

mentioned before, it does not seem that we can 
make this variable to follow a normal distribution.

It is far away from a normal distribution 

Statistical Analyses ( CRIM Variable )



Raw data:
This is the raw data of CRIM variable without any 

transformations.

Z-Score Normalization:
In this column, I transformed the data of CRIM variable 

with use of excel functions.
I create a function like this : 

Normalization:
In this column, I normalized the data of CRIM variable 

with use of excel functions.
I create a function like this : 

XLSTAT Check (Z-Score Normalization):
In this column, I transformed the data of CRIM variable 

with use of XLSTAT transformation option to doublecheck 
my transformation with excel functions.

XLSTAT Check (Normalization):
In this column, I normalized the data of CRIM variable 

with use of XLSTAT transformation option to doublecheck 
my transformation with excel functions.

Statistical Analyses ( CRIM Variable )
Outliers Detecting ( Variable Transformation )



Box-plot chart:
I inserted a box-plot chart for CRIM variable, and got the chart as it is 

here.
As we can see, there are a lot of outliers based on box-plot method.
I also applied a conditional formatting on CRIM for values greater 
than 6.96215 ( that I got from the chart ) to filter the feature and to 

find out that how many outliers are detected based on box-plot 
method. 

6.96215 :
Values greater than this 

value are known as 
outliers based on box-plot 

method.

Outliers:
These are outliers of CRIM 
feature based on box-plot 

method.

80 Outliers:
80 outliers are detected based on box-plot method 

A sample Of Outliers:
In this table, we can see some of the outliers 
of CRIM feature, based on Box-Plot method.

Statistical Analyses ( CRIM Variable )
Outliers Detecting ( Box-Plot Method )



Box-Plot VS Z-Score  :
When we compare the results of these two methods for detecting 

outliers for CRIM feature, there is a significant different.
With Box-Plot method we got 80 outliers 
With Z-Score method we got 8 outliers

If we want to decide outliers of which method should rely on, I prefer 
to go with Z-Score method, cause each outlier detected by this 

method is also detected as outlier with box-plot method. 
On the other hand, number of outliers with box-plot method for this 

feature are too much, approximately 15.8% of our samples. So; it 

does not seem wise to go with box-plot method in this situation. 

8 Outliers:
8 outliers are detected based on Z-Score 

method.
While, the number of outliers which 

were detected based on box-plot 
method was 80. 

As it is obvious, there is a significant 
different between these two methods. 

Outliers With Z-Score Method:
As we know, in Z-Score method for detecting outliers, values which are greater 
than ( average + 3 x standard deviation ) and less than ( average – 3 x standard 

deviation ) are known as outliers.
So; after standardizing the variable, I applied a conditional formatting on this 

variable to detect values which are greater than 3 or less than -3, to keep the track 

of the outliers of this feature based on Z-Score method and I got the result as you 
can see in the table. 

Statistical Analyses ( CRIM Variable )
Outliers Detecting ( Z-Score Method )



Outliers Detecting ( Grubbs Method )

Concept:
As we saw before, CRIM variable is not normally distributed, and 

as we know, for detecting outliers with Grubbs method, our 
variable must follow a normal distribution otherwise we cannot 

apply Grubbs test on it. 
So; in first step, I removed the outliers which were detected by Z-

Score method, from the dataset, and applied a normality test again 
to see if now, it follows a normal distribution, and the answer was 

negative to this question.
As the second step, I transformed CRIM variable by Box-Cox 

method to see if it would follow a normal distribution after the 
transformation and the answer to this question was also negative.

Also, we could guess these results by paying attention to the 
histogram chart, P-P and Q-Q charts of this variable.

So, as the conclusion, we find it out that we cannot convert CRIM 
variable to normally distributed variable. So as the result, we 
cannot apply Grubbs method for detecting the outliers of this 

variable. 

Step1.Normality Test After Removing 
Outliers:

CRIM variable did not follow a normal distribution 
after removing its outliers. 

Step2.Normality Test After Box-Cox 
Transformation:

CRIM variable did not follow a normal distribution 
after applying Box-Cox transformation. 

Statistical Analyses ( CRIM Variable )



Correlation Test With The Target Variable ( Pearson Method )

Statistical Analyses ( CRIM Variable )

Why Pearson Method:
I am going to check the correlation between CRIM variable and 

target variable which is MEDV, these are both continuous 
variables, and because of this reason I should use appropriate 

corresponding method; which for checking the correlation 
between two continuous variables is Pearson method.

Weak And Inverse Correlation:
The correlation matrix and the value of -0.38 tells us that there is 

an inverse correlation between these 2 variables.
Meaning that if one of the increase, the other one will decrease. 

On the other hand, the absolute value would be 0.38, which 

indicates that the correlation is relatively weak.

Statistical Significance Of The Correlation:
The value is <0.0001 suggests that the correlation between CRIM 

and MEDV is statistically significant and it is not due to random 
changes. 

Power Of Prediction:
The value of 0.148 in this table, indicates that only 14.8% of the 

variance in target variable ( MEDV ) can be explained by the 
variance in CRIM variable.



Scatter Plot With The Target Variable 

Statistical Analyses ( CRIM Variable )

4 Zones:
As we see on the chart, we can divide the city 

into 4 zones based on median value of houses in 

each area and crime rates of each area.
This gives us an interesting insight as we can 

interpreter as following :  

1st Zone:
In this range of values, the crime rate is relatively high. And there 
is no difference between areas in this range, in term of crime rates

2nd Zone:
In this range of values, the crime rate is relatively lower than 1st 

zone, but it stills some areas which crime rate in them is relatively 
high ( not as high as 1st zone )

3rd Zone:
In this range of values, the crime rate is at its minimum value. 

This range is relatively more expensive than 1st and 2nd zones, but 
interestingly it does not include the most expensive houses. 

4th Zone:
This range, includes the most expensive areas of the city, but the 
interesting point is that crime rate increases in these areas. As we 

saw previously in first 3 zones before, crime rate drops with 
increase in value of houses, but the 4th zone does not follow the 

same pattern. 
These areas are relatively the most expensive areas, and 

reasonably are better catches for criminals to find better targets



Question : Is There Any Difference Between Average Of House Prices Based On Crime Rates?

Statistical Analyses ( CRIM Variable )

Crime Rate Of 26.6%:
I am going to create a new feature based on CRIM.

This feature is going to be 0 for areas which crime rate in them is less 
than 26.6%

And is going to be 1 for areas which crime rate in them is above 26.6%

And I am going to compare the average of house prices between these 2 
classes.

The reason of choosing the value of 26.6% is the distribution of CRIM 

feature.
Cause as we can see on the chart, areas with crime rates above this value 

are relatively rare and can be considered as dangerous areas. 
So; it would be wise if we compare areas as we consider dangerous and 
those which are not considered dangerous ( based on our definition of 

being dangerous ) in terms of house prices 



MEDV Normality Test ( Anderson-Darling Method ) 

Statistical Analyses ( CRIM Variable )

1st Step. Normality Test:
The first step of comparing the average house prices between these two classes that we mentioned 
previously, is to see if MEDV feature which is our target feature does or does not follow a normal 

distribution. 
As we see on the chart and based on the Anderson-Darling test’s result, MEDV feature does not follow a 

normal distribution.
So; now we should compare the variance of MEDV feature of areas with crime rates above 26.6% ( class 1 ) 

and areas with crime rates of less than this value ( class 0 ).

And the point is that cause MEDV feature does not follow a normal distribution, So; we should run Leven’s 
test for comparing variances 



2nd Step. Variances Equality Test:
As we can see, P-value is greater than alpha, so; we should accept the null hypothesis. Meaning that 

variance of house prices with class 1 ( those with crime rates above 26.6% ) , is equal to variance of house 
prices with class 0 ( those with crime rates less than 26.6% ).

So; for comparing the average of house prices between these two classes, with should assume the equality of 
variances.

Variances Equality Test ( Leven’s Method ) 

Statistical Analyses ( CRIM Variable )

Why Leven’s Method :
As we saw before, MEDV variable is not 

normally distributed. So; for checking the 
equality of variances of MEDV variable 
based on different categories of CRIM 

variable, we should use the appropriate 
method which is Leven’s test.

If MEDV was normally distributed, Fisher’s 
test must be conducted



Average Equality Test ( T- test ) 

Statistical Analyses ( CRIM Variable )

Not Equal:
P-value is less than alpha, so; we should reject the null hypothesis. Meaning that the average of house 

prices for those areas which have crime rates less than 26.6% ( class 0 ) is not equal to the average of house 
prices for those areas which have crime rates greater than 26.6% ( class 1 ). 

As we could guess.

Higher Average Of House Prices:
This tells us that areas of class 0, have higher house prices on average, comparing to areas of class 1



The Best Fitting Distribution

Statistical Analyses ( CRIM Variable )

Log-Normal Distribution :
With use of XLSTAT, I found out that the best 
fitting distribution for CRIM variable, is log-
normal distribution with given parameters as 

below ( μ & σ )
Then again, with use of XLSTAT I plot the 

distribution with these parameters and their 
corresponding values and I got the chart which you 
can see on the right, which seems so suit for CRIM 

variable considering this variable’s distribution.



Statistical Analyses ( ZN Variable )
Examining The Distribution

ZN Histogram Chart:

The chart shows us that ZN variable is positively skewed and it has a right 
tail.

The high skewness and kurtosis values suggest the presence of outliers and 
extreme values on the higher end of the distribution. Some areas have 
significant proportions of land zoned for large lots, but these are rare.

The mode must be something between 0 to 10, and the number of areas with 
ZN equal to mode, must be much more than areas with ZN not equal to 

mode of this variable.
As we can see on the chart, the gap is so great.

Obviously; this variable is not normally distributed and it has a log-like 
distribution.

Mode:
The mode of ZN feature must be something in this range.



Examining The Descriptive Statistics

• There are 506 observations in this variable’s column

• there are not any missing values for this variable 

• All of the records are filled with data 

• Minimum value of this variable 

• Maximum value of this variable 

• Minimum value of this variable is repeated 380 times and it obviously is the mode

• Maximum value of this variable can be seen only 1 time among all of the records

• Maximum - Minimum

• The fact that Q1, Q2, and Q3 are all zero indicates that at least 75% of the observations have a ZN value of zero. This 

suggests that a large proportion of the houses are in areas with no zoning for large residential lots.

• Sum of all values in this variable’s column 

• Average of our sample 

• The variance of the population for this variable

• The variance of the sample for this variable

• The standard deviation of the population for this variable

• The standard deviation of the sample for this variable

• A skewness of 2.3 is considered quite high. This indicates a substantial departure from symmetry. In practical terms, 

the majority of your data points are concentrated on the left side, but there are some significantly higher values that 
create this positive skew.

• The distribution has a sharper peak compared to a normal distribution.
• The mean of the population of this variable must be something between 8.7 and 12.7 with confidence level of 95%

• The variance of the population of this variable must be something between 470.3 and 602.1 with confidence level of 95%

Statistical Analyses ( ZN Variable )



Normality Test ( Anderson-Darling Method )

Statistical Analyses ( ZN Variable )

Normality Test Result :
p-value is less than alpha, so we should reject the 

null hypothesis. So; ZN variable ( as we saw before ) 
does not follow a normal distribution.

Considering the p-value, it is not even close to 
alpha, and we might never convert this variable’s 

distribution, to a normal one. Even by transforming 
methods or removing outliers. 

P-P & Q-Q plot:
Paying attention to these two charts, as we 

mentioned before, it does not seem that we can 
make this variable to follow a normal distribution.



Statistical Analyses ( ZN Variable )
Outliers Detecting ( Variable Transformation )

Raw data:
This is the raw data of ZN variable without any 

transformations.

Z-Score Normalization:
In this column, I transformed the data of ZN variable with 

use of excel functions.
I create a function like this : 

Normalization:
In this column, I normalized the data of ZN variable 

with use of excel functions.
I create a function like this : 

XLSTAT Check (Z-Score Normalization):
In this column, I transformed the data of ZN variable with 
use of XLSTAT transformation option to doublecheck my 

transformation with excel functions.

XLSTAT Check (Normalization):
In this column, I normalized the data of ZN variable with 
use of XLSTAT transformation option to doublecheck my 

transformation with excel functions.



Statistical Analyses ( ZN Variable )
Outliers Detecting ( Box-Plot Method )

Whiskers & Box :
As we saw on this variable descriptive statistics table, 1st quartile, median 

and 3rd quartile of this variable are all zero.
So; IQR ( = 3rd quartile – 1st quartile ) is also zero.

As result, whisker lines ( 3rd quartile + 1.5 IQR , 1st quartile – 1.5 IQR ) 

would also be zero.
So; with box-plot method, all the values of this variable which are 

anything except zero, would be detected as outliers for this variable.

Outliers :
All records of this variable, except zeros, are detected as outliers for this 

variable with box-plot method.
We know that we have 506 records and 380  of the are zeros, so as the 

result, box-plot method tells us that we have 126 outliers

Conclusion :
Box-plot method for detecting outliers of ZN variable, considers all of 

values ( except the mode ) as outliers. 
It does not seem wise if we rely on this method for detecting the outliers 

of this variable.
So; it would be better to try other method and rely on them instead of 

box-plot method.
I guess that z-score method would be a better approach for this purpose. 



Statistical Analyses ( ZN Variable )
Outliers Detecting ( Z-Score Method )

Box-Plot VS Z-Score  :
When we compare the results of these two methods for detecting 

outliers for CRIM feature, there is a significant different.
With Box-Plot method we got 126 outliers 
With Z-Score method we got 28 outliers

If we want to decide outliers of which method should rely on, I prefer 
to go with Z-Score method, cause each outlier detected by this 

method is also detected as outlier with box-plot method. 
On the other hand, number of outliers with box-plot method for this 
feature are too much, approximately 25% of our samples. So; it does 

not seem wise to go with box-plot method in this situation. 

28 Outliers:
28 outliers are detected based on Z-Score 

method.
While, the number of outliers which were 
detected based on box-plot method was 

126. 

As it is obvious and we mentioned on 
previous slide, Z-score method seems more 

reliable.

Outliers With Z-Score Method:
As we know, in Z-Score method for detecting outliers, values which are greater 
than ( average + 3 x standard deviation ) and less than ( average – 3 x standard 

deviation ) are known as outliers.

So; after standardizing the variable, I applied a conditional formatting on this 
variable to detect values which are greater than 3 or less than -3, to keep the track 

of the outliers of this feature based on Z-Score method and I got the result as you 
can see in the table. 



Outliers Detecting ( Grubbs Method )

Concept:
As we saw before, ZN variable is not normally distributed, and as we 
know, for detecting outliers with Grubbs method, our variable must 
follow a normal distribution otherwise we cannot apply Grubbs test 

on it. 
So; I removed the outliers which were detected by Z-Score method, 
from the dataset, and applied a normality test again to see if now, it 
follows a normal distribution, and the answer was negative to this 

question.
So, as the conclusion, we find it out that we cannot convert the ZN 

variable to a normally distributed variable. So as the result, we cannot 
apply Grubbs method for detecting the outliers of this variable. 

Statistical Analyses ( ZN Variable )

Normality Test After Removing 
Outliers :

This is the result of normality test of ZN 
variable after removing its outliers which 

were found by Z-score method.
As we can see, p-value is less than alpha, so; 

this variable does not follow a normal 
distribution even after removing its 

outliers.



Correlation Test With The Target Variable ( Pearson Method )

Statistical Analyses ( ZN Variable )

Why Pearson Method:
I am going to check the correlation between ZN variable and target 
variable which is MEDV, these are both continuous variables, and 

because of this reason I should use appropriate corresponding 
method; which for checking the correlation between two 

continuous variables is Pearson method.

Weak And Direct Correlation:
The correlation matrix and the value of 0.362 tells us that there is 

a direct correlation between these 2 variables.
Meaning that if one of the increase, the other one will increase 

too. 
On the other hand, the absolute value would be 0.36, which 

indicates that the correlation is relatively weak.

Statistical Significance Of The Correlation:
The value is <0.0001 suggests that the correlation between ZN 

and MEDV is statistically significant and it is not due to random 
changes. 

Power Of Prediction:
The value of 0.131 in this table, indicates that only 13.1% of the 

variance in target variable ( MEDV ) can be explained by the 
variance in ZN variable.



Scatter Plot With The Target Variable 

Statistical Analyses ( ZN Variable )

1st zone

2nd zone

3rd zone
3rd zone

4th zone4 Zones:
As we see on the chart, we can divide the city 

into 4 zones based on median value of houses in 

each area and ZN rates of each area.
This gives us an interesting insight as we can 

interpreter as following :  

1st Zone:
This zone contains the cheapest houses. Interesting point is that, in 

this range of house prices ZN variable does not extend from zero.
And only this range have this characteristic.

Meaning that, for lower than a specific value of MEDV variable, ZN 
variable cannot be anything except zero.

So; in areas that house prices are so cheap, there are not any lots over 
25,000 sq. ft.

These areas are probably crowded with small houses. 
2nd Zone:

This zone shows us that house prices in areas which ZN rate in them is equal to 
zero, can vary from the cheapest ones to the most expensive ones.
None of the other zones with different ZN rates, have this variety.

As soon as, ZN variable increases, house prices cannot be less than a minimum 
value.

3rd Zone:
For areas with ZN rates above zero, only these two zones can include the 

most expensive houses.
For areas that ZN variable in them is exactly 20% or more than 80%, in 

addition to 1st zone, house prices can be the most expensive ones and 
include the richest families

4th Zone:
This zone contains ZN values between 20 to 80, and this zone 

cannot include the most expensive or the cheapest houses. 
This zone must be for middle-class families



Question : Is There Any Difference Between Average Of House Prices Based On ZN Rates?

Statistical Analyses ( ZN Variable )

ZN Rate Above Zero :
I am going to create a new feature based on ZN.

This feature is going to be 0 for areas which ZN rate in them is equal to 
zero

And is going to be 1 for areas which ZN rate in them is above zero
And I am going to compare the average of house prices between these 2 

classes.
The reason of choosing the value of zero is the distribution of ZN feature.

Cause as we can see on the chart, areas with ZN rates above this value 
are relatively rare and can be considered as less crowded areas. 

So; it would be wise if we compare areas as we consider crowded and 
those which are not considered crowded ( based on our definition of 

being crowded ) in terms of house prices 



Variances Equality Test:
As we can see, P-value is greater than alpha, so; we should accept the null hypothesis. Meaning that 

variance of house prices with class 1 ( those with ZN rates above zero ) , is equal to variance of house prices 
with class 0 ( those with ZN rates is equal to zero ).

So; for comparing the average of house prices between these two classes, with should assume the equality of 
variances.

Variances Equality Test ( Leven’s Method ) 

Statistical Analyses ( ZN Variable )

Why Leven’s Method :
As we saw before, MEDV variable is not normally distributed. So; 
for checking the equality of variances of MEDV variable based on 

different categories of ZN variable, we should use the 
appropriate method which is Leven’s test.

If MEDV was normally distributed, Fisher’s test must be 
conducted



Average Equality Test ( T- test ) 

Statistical Analyses ( CRIM Variable )

Not Equal:
P-value is less than alpha, so; we should reject the null hypothesis. Meaning that the average of house 

prices for those areas which have ZN rate equal to zero ( class 0 ) is not equal to the average of house prices 
for those areas which have ZN rates greater than zero ( class 1 ). 

As we could guess.

Higher Average Of House Prices:
This tells us that areas of class 1, have higher house prices on average, comparing to areas of class 0



Statistical Analyses ( INDUS Variable )
Examining The Distribution

INDUS Histogram Chart:
The chart shows us that INDUS variable is multi-modal.

One problem can be finding the reason which makes this variable multi-
modal.

If we could find the reason for this, we could make divide this variable into 
two, and then we had two distributions, which both of the were positively 

skewed. 
Another insight that we can draw from this chart, is that we do not have any 

areas in Boston city which has more than 30.5% of industrial land.
On the other hand, areas with more than 21% of industrial land are relatively 

rare.

Mode:
The mode of INDUS feature must be something in this range.



Examining The Descriptive Statistics

• There are 506 observations in this variable’s column

• there are not any missing values for this variable 

• All of the records are filled with data 

• Minimum value of this variable 

• Maximum value of this variable 

• Minimum value of this variable can be seen only 1 time among all of the records

• Maximum value of this variable can be seen 5 times among all records

• Maximum - Minimum

• 25% of data of this variable are below this value and 75% of our data are greater than this number 

• 50% of data of this variable are below this value and 50% of our data are greater than this number 

• 75% of data of this variable are below this value and 25% of our data are greater than this number 

• Sum of all values in this variable’s column 

• Average of our sample 

• The variance of the population for this variable

• The variance of the sample for this variable

• The standard deviation of the population for this variable

• The standard deviation of the sample for this variable

• A skewness of 0.295 is close to 0, suggesting that the distribution is approximately symmetrical with only a slight 

positive skew. Since the value is greater than 0, it indicates a slight positive skew, meaning the right tail of the 
distribution is a bit longer or fatter than the left tail.

• Since the excess kurtosis (calculated as kurtosis - 3) is negative, your distribution has flatter tails and a broader peak 
compared to a normal distribution.

• The mean of the population of this variable must be something between 10.5 and 11.7 with confidence level of 95%

• The variance of the population of this variable must be something between 41.5 and 53.1 with confidence level of 95%

Statistical Analyses ( INDUS Variable )



Normality Test ( Anderson-Darling Method )

Normality Test Result :
p-value is less than alpha, so we should reject the 

null hypothesis. So; INDUS variable does not follow 
a normal distribution.

Considering the p-value, it is not even close to 
alpha, and we might never convert this variable’s 

distribution, to a normal one. Even by transforming 
methods or removing outliers. 

P-P & Q-Q plot:
Paying attention to these two charts, as we 

mentioned before, it does not seem that we can 
make this variable to follow a normal distribution.

Statistical Analyses ( INDUS Variable )



Statistical Analyses ( INDUS Variable )
Outliers Detecting ( Variable Transformation )

Raw data:
This is the raw data of INDUS variable without any 

transformations.

Z-Score Normalization:
In this column, I transformed the data of INDUS variable 

with use of excel functions.
I create a function like this : 

Normalization:
In this column, I normalized the data of INDUS 

variable with use of excel functions.
I create a function like this : 

XLSTAT Check (Z-Score Normalization):
In this column, I transformed the data of INDUS variable 

with use of XLSTAT transformation option to doublecheck 
my transformation with excel functions.

XLSTAT Check (Normalization):
In this column, I normalized the data of INDUS variable 

with use of XLSTAT transformation option to doublecheck 
my transformation with excel functions.



Box-plot chart:
In the analysis of the INDUS variable, representing the proportion of 

non-retail business acres per town, a box-plot chart was utilized to 
identify potential outliers. Interestingly, the box-plot did not detect 
any outliers for this variable. This indicates that the data points for 
INDUS are relatively consistent and fall within the expected range, 

without significant deviations that could be classified as outliers. The 
absence of outliers suggests a uniform distribution of non-retail 

business acres across the towns in the dataset, which implies stability 
and predictability in this feature. Consequently, the INDUS variable 

demonstrates a more homogeneous pattern compared to other 
variables that may exhibit higher variability and outliers.

3rd Quartile

Above Maximum:
As we can see, this value, which is a limit 

line, and any value above it should be 
considered as outlier; is greater than the 

maximum of INDUS variable
So, we would not have outliers between high 

values of INDUS variable

Statistical Analyses ( INDUS Variable )
Outliers Detecting ( Box-Plot Method )

1st Quartile

Whisker Line

Whisker Line

Below Minimum:
This value is another limit line, and any 
value below it, should be considered as 

outlier; is less than the minimum of INDUS 
feature

So, we would not have outliers between low 
values of INDUS feature



Box-Plot VS Z-Score  :
In the analysis of the INDUS variable, which represents the proportion of non-retail business 

acres per town, both the Box-Plot and Z-Score methods were employed to detect potential 
outliers. Intriguingly, neither method identified any outliers in this variable, demonstrating a 

consistent result across different statistical approaches. The Box-Plot, which visually 
represents the data distribution and highlights outliers based on the interquartile range (IQR), 

showed no values beyond the whiskers. Similarly, the Z-Score method, which quantifies the 
number of standard deviations a data point is from the mean, confirmed that all INDUS values 

were within the typical range, with no Z-Scores exceeding the common threshold of 3. This 

congruence between the Box-Plot and Z-Score methods reinforces the stability and uniformity 
of the INDUS variable, indicating that the distribution of non-retail business acres per town is 

relatively homogeneous and free from significant anomalies. This reliable pattern across 
different detection techniques underscores the robustness of the INDUS variable in the 

dataset.

No Outliers With Z-Score Method :
As we know, in Z-Score method for detecting outliers, values which are greater 
than ( average + 3 x standard deviation ) and less than ( average – 3 x standard 

deviation ) are known as outliers.

So; after standardizing the variable, I applied a conditional formatting on this 
variable to detect values which are greater than 3 or less than -3, to keep the track 

of the outliers of this feature based on Z-Score method and I found out that there 
is no value between transformed data to be greater than 3 or less than -3

Statistical Analyses ( INDUS Variable )
Outliers Detecting ( Z-Score Method )



Outliers Detecting ( Grubbs Method )

Concept:
As we saw before, INDUS variable is not normally distributed, and as 

we know, for detecting outliers with Grubbs method, our variable 
must follow a normal distribution otherwise we cannot apply Grubbs 

test on it. 
So; I transformed this variable with box-cox method, and applied a 
normality test again to see if now, it follows a normal distribution, 

and the answer was negative to this question.
So, as the conclusion, we find it out that we cannot convert the 

INDUS variable to a normally distributed variable. So as the result, 
we cannot apply Grubbs method for detecting the outliers of this 

variable. 

Statistical Analyses ( INDUS Variable )

Normality Test After Box-Cox 
Transformation :

As we can see, the result of the normality test of 
transformed data ( with box-cox method ), 

INDUS variable still does not follow a normal 
distribution.

Transformed data of INDUS 
Variable With Box-Cox Method



Correlation Test With The Target Variable ( Pearson Method )

Statistical Analyses ( INDUS Variable )

Why Pearson Method:
I am going to check the correlation between INDUS variable and 

target variable which is MEDV, these are both continuous 
variables, and because of this reason I should use appropriate 

corresponding method; which for checking the correlation 
between two continuous variables is Pearson method.

Relatively Strong And Inverse Correlation:
The correlation matrix and the value of -0.48 tells us that there is 

an inverse correlation between these 2 variables.

Meaning that if one of the increase, the other one will decrease. 
On the other hand, the absolute value would be 0.48, which 

indicates that the correlation is relatively strong.

Statistical Significance Of The Correlation:
The value is <0.0001 suggests that the correlation between 

INDUS and MEDV is statistically significant and it is not due to 
random changes. 

Power Of Prediction:
The value of 0.235 in this table, indicates that only 23.5% of the 

variance in target variable ( MEDV ) can be explained by the 
variance in INDUS variable.



Scatter Plot With The Target Variable 

Statistical Analyses ( INDUS Variable )

Green Zone:
This zone includes some records which are in areas that have the lowest values of 

INDUS variable.
Meaning that in these areas, proportion of land which are dedicated to industrial 
purposes is relatively less than the other two zones, that why we call this zone as 

green zone.
On the other hand, if we look at the chart carefully, we can see that the records of 

this zone, have higher house prices relatively to other zones.
This fact suggest us that houses with high values are mostly in areas which are not 

industrial.

3 Zones:
If we pay attention to scatter chart of MEDV and INDUS variables, 

we can divide the chart into three zones.
We can extract some insights based on this scatter plot that we are 

going to talk about.

Orange Zone:
This zone includes areas which are not highly industrial

Proportion of industrial lands in these areas is lower than the black zone and greater 
than green zone.

As we can see on the chart, as a result of this fact, house prices in this zone is 
relatively lower than the house prices of the green zone, and there are some areas in 

this zone which have higher house prices than the black zone.

Black Zone:
This zone has the highest proportion of industrial land.

As a result; the concentration of records in this zone is less than the two others.
Also, the house prices is relatively lower in this zone in comparison to other zones.

We guess that NOX rate ( which is another feature of our dataset ) in this zone 
should be greater than the other areas.



Question : Is There Any Difference Between Average Of House Prices Based On INDUS Ratea?

Statistical Analyses ( INDUS Variable )

INDUS Rate Above Zero :
I am going to create a new feature based on INDUS.

This feature is going to be 0 for areas which INDUS rate in them is less 
than 15.46 And is going to be 1 for areas which INDUS rate in them is 

above 15.46
And I am going to compare the average of house prices between these 2 

classes.
The reason of choosing the value of 15.46 is the distribution of INDUS  

feature.
Cause as we can see on the chart, it seems that INDUS variable is made 

of two distributions.
And it might be interesting and includes some insights if we divide the 

INDUS variable into these two distributions.



Variances Equality Test:
As we can see, P-value is greater than alpha, so; we should accept the null hypothesis. Meaning that 

variance of house prices with class 1 ( those with INDUS rates above 15.46 ) , is equal to variance of house 
prices with class 0 ( those with INDUS rates below 15.46 ).

So; for comparing the average of house prices between these two classes, with should assume the equality of 
variances.

Variances Equality Test ( Leven’s Method ) 

Statistical Analyses ( INDUS Variable )

Why Leven’s Method :
As we saw before, MEDV variable is not normally distributed. So; 
for checking the equality of variances of MEDV variable based on 

different categories of INDUS variable, we should use the 
appropriate method which is Leven’s test.

If MEDV was normally distributed, Fisher’s test must be 
conducted



Average Equality Test ( T- test ) 

Statistical Analyses ( INDUS Variable )

Not Equal:
P-value is less than alpha, so; we should reject the null hypothesis. Meaning that the average of house 

prices for those areas which have INDUS rates below 15.46 ( class 0 ) is not equal to the average of house 
prices for those areas which have INDUS rates greater than 15.46 ( class 1 ). 

Higher Average Of House Prices:
This tells us that areas of class 0, have higher house prices on average, comparing to areas of class 1



Statistical Analyses ( CHAS Variable )
Examining The Distribution

CHAS Frequency Chart:
The charts shows us that only a few areas of Boston are near to Charles river. 

As it was obvious. 
This feature is imbalance so it will have an effect on our modeling purpose, 

unless; we make it balance.



Examining The Descriptive Statistics

Statistical Analyses ( CHAS Variable )

We are examining 
“CHAS” variable 

There are 506 

observations when we 
look at the “CHAS” 

column in our dataset

All of 506 rows of this 

column are filled with 
data and there are not 

any missing values 

Sum of weights for a 
qualitative variable like 
CHAS does not give any 

meaningful 
information, because 

“CHAS” is not 
quantitative.  

This shows us that 
“CHAS” variable 

contains 2 categories 
As we new before: 0, for 

areas near Charles river 
and 1, for areas which 

are not near Charles 
river

Category 0 is the mode, 

so its frequency is 
greater than 1

The frequency of the 
mode ( which was for 

class 0 ) is 471

There are two 
categories in this 

variable column class 0 
and class 1

There are 471 areas 

which are not near 
Charles river and 35 

areas near Charles river

93% of areas are not 

near Charles river and 
7% of areas are near 

Charles river

With a confidence level 
of 95%, we can say that 

on the population, 
areas of class 0, will 

make something 
between 90.8% to 

95.29% of the 

population and this 
number for areas with 

class 1, will be 

something between 
4.7% to 9.1%

These three columns 
don’t give us any new 
information, they just 

give the same 
information of previous 

last three columns



Correlation Test With The Target Variable ( Point-Biserial Method )

Statistical Analyses ( CHAS Variable )

Why Point-Biserial Method:
I am going to check the correlation between CHAS variable and target 

variable which is MEDV, CHAS is a binary variable and MEDV is a 
continuous one, and because of this reason I should use appropriate 
corresponding method; which for checking the correlation between a 

binary and a continuous variable is Point-Biserial method. Dividing The Target Variable :
I divide the target variable into two columns as you can see.
One column shows the MEDV variable’s values which their 
associated CHAS is equal to 0, and another one, where their 

associated CHAS is equal to 1. 
Calculating Point-Biserial Correlation :

For calculating point-biserial correlation, I used the formula as 
following :

Interpretation Of R ( Point-Biserial Correlation ) :
The positive sign indicates that there is a positive relationship between the two variables. This 

means that homes closer to the Charles River (where CHAS = 1) tend to have higher median values 
compared to those further away (where CHAS = 0).

A coefficient of 0.1825 suggests a weak positive correlation. While there is some association between 

proximity to the Charles River and higher median home values, it is not a strong relationship. Other 
factors may also be influencing home values.

The positive but weak correlation might suggest that while proximity to the Charles River has some 
impact on home values, it is not a major determinant. Other features, such as overall location, 

amenities, and neighborhood characteristics, might also play crucial roles.

Statistical Significance Of The Correlation:
The value is <0.0001 suggests that the correlation between CHAS 

and MEDV is statistically significant and it is not due to random 
changes. 



Scatter Plot With The Target Variable 

Statistical Analyses ( CHAS Variable )

1

2 3

Comparing Areas Near Charles River And Areas 
Which Are Not Near Charles River :

With paying attention to the scatter plot, we can draw some insights 
from it as are mentioned below : 

1. Not Cheaper Than A Minimum :
If we look at the area which is marked with number 1, we can see that median 
value of house prices for those houses which are near the Charles river, have a 
minimum, which is higher than the minimum of median house prices of those 

houses which are not near the Charles river.

2. Houses Near The Charles River Do Not have This Range of Price :
If we look at the area which is marked with number 2, we can see that for a 

specific range of median value of house prices ( around 40K ), houses which are 

near the Charles rivers, experience a gap.

3. Price Concentration:
If we look at the areas which are marked with number 3, we can see that price 

concentration and variety for houses which CHAS feature for them is equal to 0 ( they 

are not near the Charles river ) is much higher than houses which CHAS feature for 
them is equal to 1 ( they are near the Charles river ).

Meaning that if you are looking for a house to buy, houses which are not near the 
Charles river, give you more options to choose among 



Question : Is There Any Difference Between Average Of House Prices Based On CHAS Classification ?

Statistical Analyses ( CHAS Variable )

CHAS Classification :
Comparing the mean MEDV (median value of owner-occupied homes) 
for tracts where CHAS = 1 (tract bounds the Charles River) and CHAS = 
0 (tract does not bound the river) using parametric tests in XLSTAT is 

beneficial for several reasons. Firstly, this comparison helps us 
understand the impact of proximity to the Charles River on property 

values. By analyzing the differences in mean home values, we can gain 
insights into whether being near the river contributes to higher or lower 

housing prices. This information is valuable for urban planners, real 
estate investors, and potential homebuyers as it highlights the 

significance of location in real estate valuation. Secondly, identifying 
such correlations enables policymakers to make informed decisions 

regarding zoning and development around the river. It provides 
empirical evidence that can guide strategic planning and investment in 

infrastructure to enhance property values and community development. 
Lastly, from an analytical perspective, using parametric tests ensures 

that the results are statistically robust and reliable, offering a clear and 
quantifiable understanding of the relationship between the location of 

homes relative to the Charles River and their market values.



Variances Equality Test:
As we can see, P-value is less than alpha, so; we should reject the null hypothesis. Meaning that variance of 

house prices with class 1 ( CHAS = 1 ) , is not equal to variance of house prices with class 0 ( CHAS = 2 ).

So; for comparing the average of house prices between these two classes, with should not assume the 
equality of variances.

Variances Equality Test ( Leven’s Method ) 

Statistical Analyses ( CHAS Variable )

Why Leven’s Method :
As we saw before, MEDV variable is not normally distributed. So; 
for checking the equality of variances of MEDV variable based on 

different categories of CHAS variable, we should use the 
appropriate method which is Leven’s test.

If MEDV was normally distributed, Fisher’s test must be 
conducted



Average Equality Test ( T- test ) 

Statistical Analyses ( CHAS Variable )

Not Equal:
P-value is less than alpha, so; we should reject the null hypothesis. Meaning that the average of house 

prices for those areas which have CHAS = 0 ( class 0 ) is not equal to the average of house prices for those 
areas which have CHAS = 1 ( class 1 ). 

Higher Average Of House Prices:
This tells us that areas of class 1, have higher house prices on average, comparing to areas of class 0



Statistical Analyses ( NOX Variable )
Examining The Distribution

NOX Histogram Chart:
The NOX feature in the Boston Housing dataset represents the 

concentration of nitrogen oxides in the air, measured in parts per 10 million. 
The histogram of the NOX feature reveals a distribution that is multi-modal 
and slightly right-skewed, with most values clustered towards the lower end 
of the scale. This indicates that the majority of the areas in the dataset have 
relatively low levels of nitrogen oxides, which is a positive environmental 

indicator. However, there is a gradual tail extending towards higher values, 
reflecting some areas with elevated NOX concentrations. This slight positive 

skewness suggests the presence of outliers or specific regions with higher 
pollution levels. Understanding the distribution of the NOX feature is crucial 
for environmental assessment and urban planning, as it highlights areas that 
may require targeted pollution control measures. The histogram provides a 

clear visual representation, allowing for an immediate grasp of the data's 
central tendency and variability, essential for making informed decisions 

and analyses regarding air quality and its impact on housing values.

Mode:
The mode of ZN feature must be something in this range.



Examining The Descriptive Statistics

• There are 506 observations in this variable’s column

• there are not any missing values for this variable 

• All of the records are filled with data 

• Minimum value of this variable 

• Maximum value of this variable 

• Minimum value of this variable can be seen only 1 time among all of the records

• Maximum value of this variable can be seen 16 times among all of the records

• Maximum - Minimum

• 25% of data of this variable are below this value and 75% of our data are greater than this number 

• 50% of data of this variable are below this value and 50% of our data are greater than this number 

• 75% of data of this variable are below this value and 25% of our data are greater than this number 

• Sum of all values in this variable’s column 

• Average of our sample 

• The variance of the population for this variable

• The variance of the sample for this variable

• The standard deviation of the population for this variable

• The standard deviation of the sample for this variable

• The distribution has more data points concentrated on the left side, with a tail extending towards higher values on the 
right side.

• The distribution has a peak that is slightly less sharp compared to a normal distribution.

• The mean of the population of this variable must be something between 0.54 and 0.56 with confidence level of 95%

• The variance of the population of this variable must be something between 0.012 and 0.015 with confidence level of 95%

Statistical Analyses ( NOX Variable )



Normality Test ( Anderson-Darling Method )

Normality Test Result :
p-value is less than alpha, so we should reject the 

null hypothesis. So; NOX variable does not follow a 
normal distribution.

P-P & Q-Q plot:
Paying attention to these two charts, there might be 

some hope for converting this variable to a 
normally distributed variable.

Statistical Analyses ( NOX Variable )



Statistical Analyses ( NOX Variable )
Outliers Detecting ( Variable Transformation )

Raw data:
This is the raw data of NOX variable without any 

transformations.

Z-Score Normalization:
In this column, I transformed the data of NOX variable 

with use of excel functions.
I create a function like this : 

Normalization:
In this column, I normalized the data of NOX variable 

with use of excel functions.
I create a function like this : 

XLSTAT Check (Z-Score Normalization):
In this column, I transformed the data of NOX variable 

with use of XLSTAT transformation option to doublecheck 
my transformation with excel functions.

XLSTAT Check (Normalization):
In this column, I normalized the data of NOX variable with 
use of XLSTAT transformation option to doublecheck my 

transformation with excel functions.



Box-plot chart:
In our analysis of the NOX variable, which quantifies the 

concentration of nitrogen oxides in the atmosphere, we used a box-
plot chart to identify potential outliers. The resulting box-plot 

revealed no outliers, suggesting a consistent and stable distribution 
of NOX levels across the dataset. This lack of outliers indicates that 

most observations fall within a predictable range, reflecting uniform 
air quality within the surveyed areas. Such a result is beneficial for 

environmental monitoring, as it demonstrates minimal extreme 
values in nitrogen oxide concentrations.

3rd Quartile Above Maximum:
As we can see, this value, which is a limit 

line, and any value above it should be 
considered as outlier; is greater than the 

maximum of NOX variable
So, we would not have outliers between high 

values of NOX variable

Statistical Analyses ( NOX Variable )
Outliers Detecting ( Box-Plot Method )

1st Quartile

Whisker Line

Whisker Line
Below Minimum:

This value is another limit line, and any 
value below it, should be considered as 

outlier; is less than the minimum of NOX 
feature

So, we would not have outliers between low 
values of NOX feature



Box-Plot VS Z-Score  :
In our analysis of the NOX variable, representing the concentration of nitrogen oxides in the air, both 
the Box-Plot and Z-Score methods were employed to identify potential outliers. Remarkably, neither 
method detected any outliers for this variable. The Box-Plot, which visually displays the spread and 
central tendency of the data using quartiles, confirmed that all NOX values fell within the whiskers, 

indicating no significant deviations. Similarly, the Z-Score method, which measures how many 
standard deviations a data point is from the mean, found all NOX values to be within the common 

threshold (typically, Z < 3), reinforcing the absence of outliers. This agreement between the Box-Plot 

and Z-Score methods highlights the consistency and reliability of the NOX data, suggesting a uniform 
distribution of nitrogen oxides concentrations. Such findings are crucial for environmental monitoring 

and urban planning, as they indicate stable air quality levels across the surveyed areas, allowing for 
more focused and effective pollution control strategies.

No Outliers With Z-Score Method :
As we know, in Z-Score method for detecting outliers, values which are greater 
than ( average + 3 x standard deviation ) and less than ( average – 3 x standard 

deviation ) are known as outliers.

So; after standardizing the variable, I applied a conditional formatting on this 
variable to detect values which are greater than 3 or less than -3, to keep the track 

of the outliers of this feature based on Z-Score method and I found out that there 
is no value between transformed data to be greater than 3 or less than -3

Statistical Analyses ( NOX Variable )
Outliers Detecting ( Z-Score Method )



Outliers Detecting ( Grubbs Method )

Concept:
As we saw before, NOX variable is not normally distributed, and as 
we know, for detecting outliers with Grubbs method, our variable 

must follow a normal distribution otherwise we cannot apply Grubbs 
test on it. 

So; I transformed this variable with box-cox method, and applied a 
normality test again to see if now, it follows a normal distribution, 

and the answer was negative to this question.
So, as the conclusion, we find it out that we cannot convert the NOX 

variable to a normally distributed variable. So as the result, we cannot 
apply Grubbs method for detecting the outliers of this variable. 

Statistical Analyses ( NOX Variable )

Normality Test After Box-Cox 
Transformation :

As we can see, the result of the normality test of 
transformed data ( with box-cox method ), NOX  

variable still does not follow a normal 
distribution.

Transformed data of NOX Variable 
With Box-Cox Method



Correlation Test With The Target Variable ( Pearson Method )

Statistical Analyses ( NOX Variable )

Why Pearson Method:
I am going to check the correlation between NOX variable and 

target variable which is MEDV, these are both continuous 
variables, and because of this reason I should use appropriate 

corresponding method; which for checking the correlation 
between two continuous variables is Pearson method.

Relatively Strong And Inverse Correlation:
The correlation matrix and the value of -0.42 tells us that there is 

an inverse correlation between these 2 variables.

Meaning that if one of the increase, the other one will decrease. 
On the other hand, the absolute value would be 0.42, which 

indicates that the correlation is relatively strong.

Statistical Significance Of The Correlation:
The value is <0.0001 suggests that the correlation between NOX 

and MEDV is statistically significant and it is not due to random 
changes. 

Power Of Prediction:
The value of 0.183 in this table, indicates that only 18.3% of the 

variance in target variable ( MEDV ) can be explained by the 
variance in NOX variable.



Scatter Plot With The Target Variable 

Statistical Analyses ( NOX Variable )

1st zone

2nd zone
2 Zones:

As we see on the chart, we can divide the city 
into 2 zones based on median value of houses in 

each area and NOX rates of each area.
This gives us an interesting insight as we can 

interpreter as following :  

1st Zone:
This zone shows the MEDVs below a specific amount ( around 

30K ), as we can see on the chart, for this zone, NOX variable can 

range from its minimum to its maximum.
Meaning that houses which are relatively cheap, can be found in 

different areas with different NOX rates.

2nd Zone:
This zone shows the MEDVs above a specific amount ( around 
30K ), as we can see on the chart, for this zone, NOX variable 

cannot accept any values and it does not extend from a specific 
NOX rate ( around 0.65 ).

Meaning that houses which are relatively expensive, are in areas 
which the NOX rete for them is lower, and they are cleaner areas.

Correlation Between NOX & MEDV:
As we can see on the chart, there is an inverse correlation 

between these two variables.
We can see that, while NOX rate increases, MEDV is decreasing.



Question : Is There Any Difference Between Average Of House Prices Based On NOX Rates?

Statistical Analyses ( NOX Variable )

Average Of NOX Feature :
I am going to create a new feature based on NOX.

This feature is going to be 0 for areas which NOX rate in them is less 
than average

And is going to be 1 for areas which NOX rate in them is above the 
average

And I am going to compare the average of house prices between these 2 
classes.

It would be a good practice if we divide the MEDV feature into these two 
classes.

We can consider the class 0, as clean areas, and class 1 , as areas which 
are not relatively clean

Average :
This line shows the average value for the NOX 

feature which is 0.555



Variances Equality Test:
As we can see, P-value is less than alpha, so; we should reject the null hypothesis. Meaning that variance of 
house prices with class 1 ( those with NOX rate above the average ) , is not equal to variance of house prices 

with class 0 ( those with NOX rate below the average ).

So; for comparing the average of house prices between these two classes, with should not assume the 
equality of variances.

Variances Equality Test ( Leven’s Method ) 

Statistical Analyses ( NOX Variable )

Why Leven’s Method :
As we saw before, MEDV variable is not normally distributed. So; 
for checking the equality of variances of MEDV variable based on 

different categories of NOX variable, we should use the 
appropriate method which is Leven’s test.

If MEDV was normally distributed, Fisher’s test must be 
conducted



Average Equality Test ( T- test ) 

Statistical Analyses ( NOX Variable )

Not Equal:
P-value is less than alpha, so; we should reject the null hypothesis. Meaning that the average of house 
prices for those areas which have NOX rates below the average ( class 0 ) is not equal to the average of 

house prices for those areas which have NOX rates above the average ( class 1 ). 

Higher Average Of House Prices:
This tells us that areas of class 0, have higher house prices on average, comparing to areas of class 1

Meaning that on average, houses which are in more clean areas, have higher prices.



The Best Fitting Distribution

Statistical Analyses ( NOX Variable )

Arcsine Distribution :
With use of XLSTAT, I found out that the best 
fitting distribution for NOX variable, is arcsine 
distribution with given parameter as below ( α )

Then again, with use of XLSTAT I plot the 
distribution with this parameters and its 

corresponding value and I got the chart which you 
can see on the right, which seems so suit for NOX 
variable considering this variable’s distribution.



Statistical Analyses ( RM Variable )
Examining The Distribution

RM Histogram Chart:
It seems that RM variable follows a normal distribution.

Outliers might be from both sides of this distribution.
3 middle bars are so much more frequent than the others, showing that 
number of rooms which are in this range, is for typical houses. Most of 

houses have same number of rooms.
This feature can be a good indicator of house areas.

Right tail is thicker than the left one
Showing that in comparison of these two categories, houses which have 
relatively more number of rooms than a normal, are more frequent than 

those which have less number of rooms than normal.
The distribution is uni-modal

The single peak represents the central tendency of the dataset
The distribution also looks moderately symmetric 

Mode:
The mode of RM feature must be something in this range.



Examining The Descriptive Statistics

• There are 506 observations in this variable’s column

• there are not any missing values for this variable 

• All of the records are filled with data 

• Minimum value of this variable 

• Maximum value of this variable 

• Minimum value of this variable can be seen only 1 time among all of the records

• Maximum value of this variable can be seen only 1 time among all records

• Maximum - Minimum

• 25% of data of this variable are below this value and 75% of our data are greater than this number 

• 50% of data of this variable are below this value and 50% of our data are greater than this number 

• 75% of data of this variable are below this value and 25% of our data are greater than this number 

• Sum of all values in this variable’s column 

• Average of our sample 

• The variance of the population for this variable

• The variance of the sample for this variable

• The standard deviation of the population for this variable

• The standard deviation of the sample for this variable

• A value of 0.402 indicates a slight positive skew, meaning the data is not perfectly symmetrical but leans slightly 

towards higher values..

• The distribution has a sharper peak around the mean, indicating a higher concentration of values near the center.
The distribution also has fatter tails, suggesting more extreme values or outliers than a normal distribution.

• The mean of the population of this variable must be something between 6.2 and 6.3 with confidence level of 95%

• The variance of the population of this variable must be something between 0.43 and 0.56 with confidence level of 95%

Statistical Analyses ( RM Variable )



Normality Test ( Anderson-Darling Method )

Statistical Analyses ( RM Variable )

Normality Test Result :
p-value is less than alpha, so we should reject the 
null hypothesis. So; RM variable does not follow a 

normal distribution.

P-P & Q-Q plot:
Paying attention to these two charts, it seems that 

there is hope for converting RM variable to a 
normally distributed one.

Probably with removing outliers or with box-cox 
transformation we can achieve a normal 

distribution.



Statistical Analyses ( RM Variable )
Outliers Detecting ( Variable Transformation )

Raw data:
This is the raw data of RM variable without any 

transformations.

Z-Score Normalization:
In this column, I transformed the data of RM variable with 

use of excel functions.
I create a function like this : 

Normalization:
In this column, I normalized the data of RM variable 

with use of excel functions.
I create a function like this : 

XLSTAT Check (Z-Score Normalization):
In this column, I transformed the data of RM variable with 
use of XLSTAT transformation option to doublecheck my 

transformation with excel functions.

XLSTAT Check (Normalization):
In this column, I normalized the data of RM variable with 
use of XLSTAT transformation option to doublecheck my 

transformation with excel functions.



Statistical Analyses ( RM Variable )
Outliers Detecting ( Box-Plot Method )

Whiskers & Box :

IQR ( = 3rd quartile – 1st quartile ) 

whisker lines :
 3rd quartile + 1.5 IQR = 7.691
1st quartile – 1.5 IQR = 0.488

Outliers: 
Values of RM which are above 7.691
Values of RM which are below 0.488

Outliers :
As we can see on box-plot chart of RM variable, this variable has outliers both 

sides of its distribution ( we guessed this before when we were examining the RM 
distribution )

All values of RM which are lower than 0.48 or those which are greater than 7.69 

are detected as outliers based on box-plot method for RM variable.
Another thing that we should find out, is the number of outliers which were 

detected by this method for RM variable, so; I applied conditional formatting on  
RM, with criteria that we talked about, and I got the number 30, that you can see 

below as “count”
Outliers on the Lower Side: These outliers represent dwellings with an unusually 

low number of rooms compared to the average. This could indicate smaller 
homes or apartments that are uncommon in the dataset. 

Outliers on the Upper Side: These outliers represent dwellings with an unusually 
high number of rooms compared to the average. These might be large homes or 

multi-family units that are also less common.

Conclusion :
We saw the distribution of the RM variable, and we saw that it has a 

good potential of converting to a normal distribution.
We detected 30 outliers with box-plot method for RM variable.

There might be a good chance for converting RM, to a normal one, by 
removing its outliers that we just detected.

On the other hand, outliers were detected both sides of RM distribution, 
it implies that the samples are so dense around the mode.

3rd Quartile

1st Quartile

Whisker Line = 7.691

Whisker Line = 0.488

Outlier

Outlier



Box-Plot VS Z-Score  :
When we compare the results of these two methods for detecting 

outliers for RM feature, there is a significant different.
With Box-Plot method we got 30 outliers 
With Z-Score method we got 8 outliers

If we want to decide outliers of which method should rely on, I prefer 
to go with Z-Score method, cause each outlier detected by this 

method is also detected as outlier with box-plot method. 
On the other hand, number of outliers with box-plot method for this 
feature are too much, approximately 6% of our samples. So; it does 

not seem wise to go with box-plot method in this situation. 

8 Outliers:
8 outliers are detected based on Z-Score 

method.
While, the number of outliers which 

were detected based on box-plot 
method was 30. 

As it is obvious, there is a significant 
different between these two methods. 

Outliers With Z-Score Method:
As we know, in Z-Score method for detecting outliers, values which are greater 
than ( average + 3 x standard deviation ) and less than ( average – 3 x standard 

deviation ) are known as outliers.
So; after standardizing the variable, I applied a conditional formatting on this 

variable to detect values which are greater than 3 or less than -3, to keep the track 

of the outliers of this feature based on Z-Score method and I got the result as you 
can see in the table. 

Statistical Analyses ( RM Variable )
Outliers Detecting ( Z-Score Method )



Outliers Detecting ( Grubbs Method )

Concept:
As we saw before, RM variable is not normally distributed, and as we know, for 

detecting outliers with Grubbs method, our variable must follow a normal 
distribution otherwise we cannot apply Grubbs test on it. 

So; I removed the outliers which were detected by Z-Score method once, and once I 
removed the outliers which were detected by box-plot method , from the dataset, and 
applied a normality test for both of these conditions to see if now, it follows a normal 

distribution, and the answer was negative to this question.
So; I applied box-cox transformation on the RM variable ( once on values which 

were not detected as outliers based on box-plot method, and once on values which 
were not detected as outliers based on z-score method )

And then I applied normality test again and the result was that neither of these 
methods worked. 

So, as the conclusion, we find it out that we cannot convert the RM variable to a 
normally distributed variable. So as the result, we cannot apply Grubbs method for 

detecting the outliers of this variable. 

Statistical Analyses ( RM Variable )

Normality Test After Removing 
Outliers :

This is the result of normality test of RM 
variable after removing its outliers and after 

transforming it with box-cox method.
As we can see, p-value is less than alpha, so; 

this variable does not follow a normal 
distribution even after removing its 

outliers.



Correlation Test With The Target Variable ( Pearson Method )

Statistical Analyses ( RM Variable )

Why Pearson Method:
I am going to check the correlation between RM variable and 

target variable which is MEDV, these are both continuous 
variables, and because of this reason I should use appropriate 

corresponding method; which for checking the correlation 
between two continuous variables is Pearson method.

Relatively Strong And Direct Correlation:
The correlation matrix and the value of 0.69 tells us that there is a 

direct correlation between these 2 variables.

Meaning that if one of the increase, the other one will increase 
too. 

On the other hand, the absolute value would be 0.069, which 

indicates that the correlation is relatively strong.

Statistical Significance Of The Correlation:
The value is <0.0001 suggests that the correlation between RM 

and MEDV is statistically significant and it is not due to random 
changes. 

Power Of Prediction:
The value of 0.484 in this table, indicates that 48.8% of the 

variance in target variable ( MEDV ) can be explained by the 
variance in RM variable.



Scatter Plot With The Target Variable 

Statistical Analyses ( RM Variable )

1st zone

2nd zone

3rd zone

Trend Line

3 Zones:
As we see on the chart, we can divide the city into 3 zones based on median 

value of houses in each area and RM rates of each area.
This gives us an interesting insight as we can interpreter as following :  

Trend Line :
As we can see on the chart, the trend line shows a direct correlation 

between RM and MEDV variables.
When RM increases, MEDV will also increase.

In each zones, samples which are below this line, and they are more 
on the right side, are probably better options to choose.

3rd Zone:
This zone seems to be for upper-class families, the number of rooms in this zone is much more than 

the other zones and also the house prices in this zone is much higher than the other two zones.
This zone contains the most expensive houses. The minimum of house prices in this zone is the 

maximum of house prices of 2nd zone.

2nd Zone:
This zone is probably for middle-class families. Number of rooms is in a normal range in this zone, 

while MEDV can vary from a low value ( around 8K ) to a relatively high value ( around 40K ).

This shows that this zone is mostly made of normal houses and middle-class families.
On the other hand, the concentration of samples in this area is much more than the other 2 zones, 

meaning that we can consider the 2nd zone as the yardstick.

1st Zone:
This zone contains the low rates of RM comparing to other zones. As we can see, house 

prices won't get upper than a specific value ( around 30K ).

This zone probably is mostly made of low-status families.
Samples are not concentrated, the gap between them is relatively huge, meaning that in 

this zone, the variety option is less than the other zones.



Question : Is There Any Difference Between Average Of House Prices Based On RM Rates?

Statistical Analyses ( RM Variable )

RM 3 Classes :
I am going to create a new feature based on RM feature.

This feature is going to be 1 for areas which RM rate in them is 
greater  than 6.971.

And is going to be 2 for areas which RM rate in them 
is between 5.421 and 6.971.

And is going to be 3 for areas which RM rate in them
 is less than 5.421.

I considered these 3 classes to be for upper-class families, middle-

class families and low-status families respectively.
And I am going to compare the average of house prices between 

these 3 classes.

The reason for dividing the RM variable into these three categories 
is the distribution of RM variable

It seems that there is a connection between this distribution and the 
financial status of families who live in these areas.

So, I am going to examine if the average of MEDV variable of these 3 
classes are equal to each other or not.

Our guess is that they are not similar, the most expensive one must 
be class 1, then class 2 and then class 3

So, lets find it out

Working-Class
Upper-Class

Middle-class



Question : Is There Any Difference Between Average Of House Prices Based On RM Rate? ( ANOVA Test Results, 1st Page)

Statistical Analyses ( RM Variable )

R Squared:
With variance of RM 

variable, we can anticipate 
46.7% of variance of the 

target variable which is 
MEDV

Correlations Between Different RM Classes With Target 
Variable :

These values in blue box show the correlation between different RM classes 
with the target variable

As we can see, there is a relatively strong correlation between target variable 
and 1st class of RM variable. As we mentioned before, this class was associated 

with upper-class families based on our definition. 
Target variable has an inverse correlation with other 2 classes, it may indicate 
that selling big houses in those areas may be a little bit harder. People who live 
in those areas ( class 2 & class 3 ) are less likely to buy big houses, maybe due to 

their financial status.
We should not forget that before running this ANOVA test, we did not remove 
the outliers of RM variable, there might be an effect on these results. Maybe we 
could have better understanding of what is actually happening if we removed 

those outliers. 
However, by now, these results can satisfy our purposes. 

Correlations Between Different RM Classes :
Values which are in this right triangle, show the correlation 

between different classes of RM.
As we can see all the values show inverse correlations.

And Class 1 has a strong , inverse correlation with class 2



Question : Is There Any Difference Between Average Of House Prices Based On RM Rate? ( ANOVA Test Results, 2nd Page)

Statistical Analyses ( RM Variable )

There Is Difference Between RM Different Classes :
This number here, tells us that there is a meaningful difference between different classes 

of RM variable in terms of MEDV.
Meaning that if want to created a model for MEDV variable, it should include RM 

variable.
RM is an effective element on MEDV variable.

Reliable Coefficients :
All of the values, are less than alpha, meaning that all of the coefficients which are 

used in the model below, are reliable. 

Model :
XLSTAT created a model for us.

The dependent variables are different classes of RM and the dependent 
variable is MEDV.

There is also an interception which is estimated to be 15.35 

It is a linear model.
We won’t rely on this model for anticipating MEDV, because it only 

contains RM variable



Question : Is There Any Difference Between Average Of House Prices Based On RM Rate? ( ANOVA Test Results, 3rd Page)

Statistical Analyses ( RM Variable )

Tukey (HSD) Table Interpretation :
All of the results are “yes” meaning that there is a meaningful difference between 

different classes of RM.
Neither of them are similar to each others.

As we guessed before on previous slides, it seems that we correctly divided RM 
variable into these 3 classes and we correctly assigned them to different families in 

terms of financial status. 

1st class :
As we can see, the average of MEDV for this class is much higher than the other two 

classes as we could guess before
We assigned this class to upper-class families who have better financial status than 

the other two classes.
The difference between this class and other two classes are huge

2nd class :
This class is far away from the first class, and a little bit closer to the 3rd class in 

terms of average of MEDV
Meaning that on average, houses in this class, are cheaper than houses of the 1st class 

and more expensive than houses of the 3rd class
The chart shows us that this class has more similarities with 3rd class

We assigned this class to middle-class families

3rd class :
This class is assigned to low-status families.

The chart shows us that on average, houses in this class, are the cheapest ones.
On average, they are cheaper than houses of other two classes

This class of houses are probably smaller than houses of other two classes because 
RM variable can be used as an indicator of  house area

1st class

2nd class

3rd class



The Best Fitting Distribution

Statistical Analyses ( RM Variable )

Logistics Distribution :
With use of XLSTAT, I found out that the best fitting 
distribution for RM variable, is logistic  distribution 

with given parameter as below ( μ & σ )
Then again, with use of XLSTAT I plot the 
distribution with these parameters and its 

corresponding value and I got the chart which you 
can see on the right, which seems so suit for NOX 
variable considering this variable’s distribution.



Statistical Analyses ( AGE Variable )
Examining The Distribution

AGE Histogram Chart:
The chart shows us that the AGE variable is moderately negatively skewed.

The distribution has more data points concentrated on the right side, with a tail 
extending towards the lower values on the left.

The mean of the distribution is likely less than the median, as the lower (left) 
tail pulls the mean downwards.

The majority of the data points are clustered towards higher ages, but there are 
enough lower ages to create a noticeable leftward skew.

This feature is also multi-modal, meaning that as we can see on the chart, it 
has two peaks.

One of our problems that must be solved is that we find the reason that 
causes AGE feature to be multi-modal.

Mode:
The mode of AGE feature must be something in this range.



Examining The Descriptive Statistics

• There are 506 observations in this variable’s column

• there are not any missing values for this variable 

• All of the records are filled with data 

• Minimum value of this variable 

• Maximum value of this variable 

• Minimum value of this variable can be seen only 1 time among all of the records

• Maximum value of this variable can be seen 42 times among all records

• Maximum - Minimum

• 25% of data of this variable are below this value and 75% of our data are greater than this number 

• 50% of data of this variable are below this value and 50% of our data are greater than this number 

• 75% of data of this variable are below this value and 25% of our data are greater than this number 

• Sum of all values in this variable’s column 

• Average of our sample 

• The variance of the population for this variable

• The variance of the sample for this variable

• The standard deviation of the population for this variable

• The standard deviation of the sample for this variable

• A skewness value of -0.58 for the AGE variable indicates a moderate negative skewness, meaning that while most ages 

cluster around higher values, there is a noticeable stretch towards lower values, influencing the mean.

• A kurtosis value of -0.97 for the AGE variable indicates a platykurtic distribution, meaning it has a flatter peak and 

lighter tails, with fewer extreme values. This suggests a more evenly distributed set of ages around the central value.

• The mean of the population of this variable must be something between 66.2 and 77.1 with confidence level of 95%

• The variance of the population of this variable must be something between 687.3 and 879.8 with confidence level of 95%

Statistical Analyses ( AGE Variable )



Normality Test ( Anderson-Darling Method )

Statistical Analyses ( AGE Variable )

Normality Test Result :
p-value is less than alpha, so we should reject the 

null hypothesis. So; AGE variable does not follow a 
normal distribution.

P-P & Q-Q plot:
Paying attention to these two charts, it seems that 

there is no hope for AGE variable to be converted to 
a normally distributed variable.



Outliers Detecting ( Variable Transformation )

Raw data:
This is the raw data of AGE variable without any 

transformations.

Z-Score Normalization:
In this column, I transformed the data of AGE variable 

with use of excel functions.
I create a function like this : 

Normalization:
In this column, I normalized the data of AGE variable 

with use of excel functions.
I create a function like this : 

XLSTAT Check (Z-Score Normalization):
In this column, I transformed the data of AGE variable 

with use of XLSTAT transformation option to doublecheck 
my transformation with excel functions.

XLSTAT Check (Normalization):
In this column, I normalized the data of AGE variable with 
use of XLSTAT transformation option to doublecheck my 

transformation with excel functions.

Statistical Analyses ( AGE Variable )



Statistical Analyses ( AGE Variable )
Outliers Detecting ( Box-Plot Method )

Whisker Line = 100

Whisker Line = 2.9

Box-plot chart:
In our examination of the AGE variable, representing the age distribution of the sample population, a box-plot 
chart was utilized to detect potential outliers. Remarkably, the box-plot revealed no outliers within this dataset. 

This outcome indicates a consistent and homogeneous age distribution.
The absence of outliers highlights a lack of extreme ages that deviate significantly from the overall pattern, 

providing a stable and reliable dataset for further analysis. Consequently, this uniform distribution allows for more 
accurate and representative statistical insights, making it a robust indicator for demographic studies and related 

analyses.
How ever, there are some values in this feature which may not be statistically outlier, but the raise our curiosity to 

think of them. For example, existence of the value 100, seems not right. It means that there are an area in the 
Boston, that all of the houses in this area are built before 1940, with even not an exception.

On the other hand, because we did not find any outliers with box-plot method, we guess that we cannot find any, 
with z-score method as well.

3rd Quartile

Above Maximum:
As we can see, this value, which is a limit 

line, and any value above it should be 
considered as outlier; is greater than the 

maximum of AGE variable
So, we would not have outliers between high 

values of AGE variable
1st Quartile

Below Minimum:
This value is another limit line, and any 
value below it, should be considered as 

outlier; is less than the minimum of AGE 
feature

So, we would not have outliers between low 
values of AGE feature



Box-Plot VS Z-Score  :
In our comprehensive analysis of the AGE variable, we utilized both the Box-Plot and Z-Score methods 

to detect potential outliers. Remarkably, both methods consistently revealed the absence of outliers 
within the dataset.

The Box-Plot method, a graphical tool, displayed no data points beyond the whiskers, indicating that 
all ages fell within the expected range. This visual confirmation was corroborated by the Z-Score 

method, a statistical approach that measures the number of standard deviations each data point is 
from the mean. All AGE values exhibited Z-Scores within the common threshold (typically Z < 3), 

further affirming the lack of significant deviations from the central tendency.
The agreement between the Box-Plot and Z-Score methods underscores the reliability and consistency 

of the AGE data, suggesting a uniform distribution across the sample. This uniformity is crucial for 
demographic analysis, as it ensures that the dataset accurately represents the population without 

extreme values skewing the results.

No Outliers With Z-Score Method :
As we know, in Z-Score method for detecting outliers, values which are greater 
than ( average + 3 x standard deviation ) and less than ( average – 3 x standard 

deviation ) are known as outliers.

So; after standardizing the variable, I applied a conditional formatting on this 
variable to detect values which are greater than 3 or less than -3, to keep the track 

of the outliers of this feature based on Z-Score method and I found out that there 
is no value between transformed data to be greater than 3 or less than -3

Statistical Analyses ( AGE Variable )
Outliers Detecting ( Z-Score Method )



Outliers Detecting ( Grubbs Method )

Concept:
As we saw before, AGE variable is not normally distributed, and as we 
know, for detecting outliers with Grubbs method, our variable must 
follow a normal distribution otherwise we cannot apply Grubbs test 

on it. 
So; I transformed this variable with box-cox method, and applied a 
normality test again to see if now, it follows a normal distribution, 

and the answer was negative to this question.
So, as the conclusion, we find it out that we cannot convert the AGE 

variable to a normally distributed variable. So as the result, we cannot 
apply Grubbs method for detecting the outliers of this variable. 

Statistical Analyses ( AGE Variable )

Normality Test After Box-Cox 
Transformation :

As we can see, the result of the normality test of 
transformed data ( with box-cox method ), AGE  

variable still does not follow a normal 
distribution.

Transformed data of AGE Variable 
With Box-Cox Method



Correlation Test With The Target Variable ( Pearson Method )

Statistical Analyses ( AGE Variable )

Why Pearson Method:
I am going to check the correlation between AGE variable and 

target variable which is MEDV, these are both continuous 
variables, and because of this reason I should use appropriate 

corresponding method; which for checking the correlation 
between two continuous variables is Pearson method.

Weak And Inverse Correlation:
The correlation matrix and the value of -0.38 tells us that there is 

an inverse correlation between these 2 variables.

Meaning that if one of the increase, the other one will decrease. 
On the other hand, the absolute value would be 0.38, which 

indicates that the correlation is relatively weak.

Statistical Significance Of The Correlation:
The value is <0.0001 suggests that the correlation between AGE 

and MEDV is statistically significant and it is not due to random 
changes. 

Power Of Prediction:
The value of 0.146 in this table, indicates that only 14.6% of the 

variance in target variable ( MEDV ) can be explained by the 
variance in AGE variable.



Scatter Plot With The Target Variable 

Statistical Analyses ( AGE Variable )

1st Zone

2nd Zone

3 Zones:
As we see on the chart, we can divide the city 

into 3 zones based on median value of houses in 

each area and AGE rates of each area.
This gives us an interesting insight as we can 

interpreter as following :  

1st Zone:
This zone shows that the highest values of MEDV variable can be existed in 

different areas with different rates of AGE variable.
AGE variable, with the given definition ( proportion of houses in an area, 

which are built before 1940 ) seems not be a good factor for anticipating the 

MEDV feature ( as we saw, the correlation was weak )
As we can see on the chart, for the highest values of MEDV, AGE variable 

can change from the low values of AGE, to the highest value of AGE

2nd Zone:
This zone contains areas which have AGE rates lower than 80% . Meaning 

that at least 20% of each of areas which are in this zone, are built after 
1940 .

As we can see MEDVs in this zone, has a minimum and cannot be 
anything below this minimum. 

3rd Zone:
Samples in this zone include the highest values of AGE variable, and as it was guessable, 

they include the lowest levels of MEDV feature.
It indicates that for areas, that proportion of houses which were built before 1940 is above 

80% , the MEDV drops to the lowest levels of itself.

To simplify it, house prices in these areas can be cheaper than the other areas. 

3rd Zone

Correlation Between AGE & MEDV:
As we can see on the chart, there is an inverse 

and weak correlation between these two 
variables.

We can see that, while AGE rate increases, 
MEDV is decreasing.

But the point is that this correlation is so 
weak that it cannot create a clear pattern for 

us.
That was why that I mentioned in 1st zone’s 

description, that if our definition of AGE 
variable was different, it could be more 

beneficial to us.



Question : Is There Any Difference Between Average Of House Prices Based On AGE Rates?

Statistical Analyses ( AGE Variable )

AGE 2 Classes :
I am going to create a new feature based on AGE feature.

This feature is going to be 0 for areas which AGE rate in them is 
lower than 86.9.

And is going to be 1 for areas which AGE rate in them
 is greater than 86.9.

I chose these 2 classes because of the distribution of the AGE 

variable. As we saw before, there is not a strong correlation between 
AGE and MEDV variables to create a clear pattern for us. But it 

seems to me interesting to examine if there is any difference 
between these two categories; because category labeled as class 1, 
has extreme values of age rate and it probably should be different 

with other areas in term of house prices



Variances Equality Test:
As we can see, P-value is greater than alpha, so; we should accept the null hypothesis. Meaning that 

variance of house prices with class 1 ( samples with age rates above 86.9 ) , is equal to variance of house 
prices with class 0 (samples with age rates less 86.9 ).

So; for comparing the average of house prices between these two classes, with should assume the equality of 
variances.

Variances Equality Test ( Leven’s Method ) 

Statistical Analyses ( AGE Variable )

Why Leven’s Method :
As we saw before, MEDV variable is not normally distributed. So; 
for checking the equality of variances of MEDV variable based on 

different categories of AGE variable, we should use the 
appropriate method which is Leven’s test.

If MEDV was normally distributed, Fisher’s test must be 
conducted



Average Equality Test ( T- test ) 

Statistical Analyses ( AGE Variable )

Not Equal:
P-value is less than alpha, so; we should reject the null hypothesis. Meaning that the average of house 

prices for those areas which have AGE rates below 86.9 ( class 0 ) is not equal to the average of house prices 
for those areas which have AGE rates above 86.9 ( class 1 ). 

Higher Average Of House Prices:
This tells us that areas of class 0, have higher house prices on average, comparing to areas of class 1

Meaning that on average, houses which are in areas that proportion of houses which are built before 1940 
in those areas are less than 80%, have higher prices.



The Best Fitting Distribution

Statistical Analyses ( AGE Variable )

Logistics Distribution :
With use of XLSTAT, I found out that the best fitting 

distribution for AGE variable, is logistic  
distribution with given parameter as below ( μ & σ )

Then again, with use of XLSTAT I plot the 
distribution with these parameters and its 

corresponding value and I got the chart which you 
can see on the right.

Not Perfectly Fitted :
Red line on the left chart, shows the best fitting 

estimated distribution for the AGE variable.
As we can see, it is not perfectly fitted, but it is the 

best we could do with actual distribution of the AGE 
variable.



Statistical Analyses ( DIS Variable )
Examining The Distribution

DIS Histogram Chart:
The DIS variable, which measures the weighted distance to five Boston 

employment centers, reveals some intriguing characteristics in its 
distribution. 

Upon examining the histogram chart, it becomes evident that the DIS 
variable exhibits a positive skewness, indicating that the distribution has a 

longer right tail. This skewness suggests that while most values are clustered 
towards the lower end, there are some higher values that extend further to 
the right, representing neighborhoods situated at varying distances from 

employment hubs. 

Additionally, the kurtosis signifies a relatively flat peak compared to a 
normal distribution, indicating a broader, more spread-out distribution with 
fewer extreme values. This moderately platykurtic nature of the distribution 
implies a wider range of distances with a balanced spread around the mean. 

The histogram chart visually confirms these statistical insights, highlighting 
the prevalence of shorter distances with a gradual decline in frequency as 

distances increase. Understanding these distribution characteristics is 
essential for urban planning and accessibility analysis, as it highlights the 

diversity in distance to employment centers across different neighborhoods.

I expect that DIS variable has an inverse correlation with the target variable 
which is MEDV.

Mode:
The mode of DIS feature must be something in this range.



Examining The Descriptive Statistics

• There are 506 observations in this variable’s column

• there are not any missing values for this variable 

• All of the records are filled with data 

• Minimum value of this variable 

• Maximum value of this variable 

• Minimum value of this variable can be seen only 1 time among all of the records

• Maximum value of this variable can be seen only 1 time among all records

• Maximum - Minimum

• 25% of data of this variable are below this value and 75% of our data are greater than this number 

• 50% of data of this variable are below this value and 50% of our data are greater than this number 

• 75% of data of this variable are below this value and 25% of our data are greater than this number 

• Sum of all values in this variable’s column 

• Average of our sample 

• The variance of the population for this variable

• The variance of the sample for this variable

• The standard deviation of the population for this variable

• The standard deviation of the sample for this variable

• A skewness value of 1.009 for the DIS variable indicates a moderate positive skewness, meaning that while most 

distances are clustered towards shorter values, there are a few larger values that pull the distribution to the right.

• A kurtosis value of 0.47 for the DIS variable indicates a platykurtic distribution, meaning it has a flatter peak and lighter 

tails, with fewer extreme values. This suggests a more evenly distributed set of distances around the central value.

• The mean of the population of this variable must be something between 3.6 and 3.9 with confidence level of 95%

• The variance of the population of this variable must be something between 3.9 and 5.03 with confidence level of 95%

Statistical Analyses ( DIS Variable )



Normality Test ( Anderson-Darling Method )

Statistical Analyses ( DIS Variable )

Normality Test Result :
p-value is less than alpha, so we should reject the 
null hypothesis. So; DIS variable does not follow a 

normal distribution.

P-P & Q-Q plot:
These plots show us that there is a difference 

between DIS variable’s distribution and a normal 
distribution as the normality test’s result unveiled 

this fact to us.



Outliers Detecting ( Variable Transformation )

Raw data:
This is the raw data of DIS variable without any 

transformations.

Z-Score Normalization:
In this column, I transformed the data of DIS variable with 

use of excel functions.
I create a function like this : 

Normalization:
In this column, I normalized the data of DIS variable 

with use of excel functions.
I create a function like this : 

XLSTAT Check (Z-Score Normalization):
In this column, I transformed the data of DIS variable with 
use of XLSTAT transformation option to doublecheck my 

transformation with excel functions.

XLSTAT Check (Normalization):
In this column, I normalized the data of DIS variable with 
use of XLSTAT transformation option to doublecheck my 

transformation with excel functions.

Statistical Analyses ( DIS Variable )



Statistical Analyses ( DIS Variable )
Outliers Detecting ( Box-Plot Method )

Whiskers & Box :

IQR ( = 3rd quartile – 1st quartile ) 

whisker lines :
 3rd quartile + 1.5 IQR = 9.2229

1st quartile – 1.5 IQR = 1.12

Outliers: 
Values of DIS which are above 9.2224

Values of DIS which are below 1.12

Outliers :
As we can see on box-plot chart of DIS variable, this variable has outliers only 

right side of its distribution ( As we knew from examining the distribution of this 
variable )

All values of DIS which are greater than 9.2229 are detected as outliers based on 

box-plot method for DIS variable.
Another thing that we should find out, is the number of outliers which were 

detected by this method for DIS variable, so; I applied conditional formatting on  
DIS, with criteria that we talked about, and I got the number 5, that you can see 

below as “count”
Outliers on the Upper Side: These outliers represent dwellings which are 

relatively far away from five Boston employment centers. These dwellings are 
may be for rich families as their second house on countryside, or for parents who 

are retired, and so on. Anything these areas are, they are far from employment 
centers.

Conclusion :
We detected 5 outliers for DIS variable. The number of outliers with Z-Score 

method is probably lesser than this number of 5.

Anyway, we can rely on this method of box-plot, the number of outliers 
detected with this method is relatively less, comparing to the numbers of 

samples we have ( which is 506 )

3rd Quartile

1st Quartile

Whisker Line = 9.22

Whisker Line = 1.12

Outlier



Box-Plot VS Z-Score  :
When we compare the results of these two methods for detecting outliers 

for DIS feature, there is no difference between these two methods.
With Box-Plot method we got 5 outliers 
With Z-Score method we got 5 outliers

Any record of DIS variable which were detected as outlier which Z-Score 
method, was also detected as outlier with Box-Plot method.

This ensures us enough that we can rely on these five samples to be known 
as outliers.

5 Outliers:
5 outliers are detected based on Z-Score 

method.
While, the number of outliers which 

were detected based on box-plot 
method was also 5. 

Outliers With Z-Score Method:
As we know, in Z-Score method for detecting outliers, values which are greater 
than ( average + 3 x standard deviation ) and less than ( average – 3 x standard 

deviation ) are known as outliers.
So; after standardizing the variable, I applied a conditional formatting on this 

variable to detect values which are greater than 3 or less than -3, to keep the track 

of the outliers of this feature based on Z-Score method and I got the result as you 
can see in the table. 

Statistical Analyses ( DIS Variable )
Outliers Detecting ( Z-Score Method )



Outliers Detecting ( Grubbs Method )

Concept:
As we saw before, DIS variable is not normally distributed, and as we 
know, for detecting outliers with Grubbs method, our variable must 
follow a normal distribution otherwise we cannot apply Grubbs test 

on it. 
So; I transformed this variable with box-cox method, and applied a 
normality test again to see if now, it follows a normal distribution, 

and the answer was negative to this question.
On the second step, I removed the outliers of this variable and again 
applied a normality test to see if it now follows a normal distribution 

and the answer to this question was also negative.
So, as the conclusion, we find it out that we cannot convert the DIS 

variable to a normally distributed variable. So as the result, we cannot 
apply Grubbs method for detecting the outliers of this variable. 

Statistical Analyses ( DIS Variable )

Transformed data of AGE Variable 
With Box-Cox Method

Normality Test After Box-Cox 
Transformation :

As we can see, the result of the normality test of 
transformed data ( with box-cox method ), DIS   

variable still does not follow a normal 
distribution.

Normality Test After Removing Outliers :
As we can see, even after removing the outliers of the DIS variable and 

conducting a normality test again, this variable is not following a 
normal distribution.



Correlation Test With The Target Variable ( Pearson Method )

Statistical Analyses ( DIS Variable )

Why Pearson Method:
I am going to check the correlation between DIS variable and 

target variable which is MEDV, these are both continuous 
variables, and because of this reason I should use appropriate 

corresponding method; which for checking the correlation 
between two continuous variables is Pearson method.

Weak And Direct Correlation:
The correlation matrix and the value of 0.25 tells us that there is a 

direct correlation between these 2 variables.

Meaning that if one of the increase, the other one will increase as 
well. 

On the other hand, the absolute value would be 0.25, which 

indicates that the correlation is relatively weak.

Statistical Significance Of The Correlation:
The value is <0.0001 suggests that the correlation between DIS 

and MEDV is statistically significant and it is not due to random 
changes. 

Power Of Prediction:
The value of 0.062 in this table, indicates that only 6.2% of the 

variance in target variable ( MEDV ) can be explained by the 
variance in DIS variable.



Scatter Plot With The Target Variable 

Statistical Analyses ( DIS Variable )

3 Zones:
As we see on the chart, we can divide the city 

into 3 zones based on median value of houses in 

each area and DIS rates of each area.
This gives us an interesting insight as we can 

interpreter as following :  

1st Insight:
Records which are included in this zone, have the highest values of MEDV 

variable.
Also; the concentration of records in this zone, is relatively lower than the 

other zones.
We can attribute records of this zone to upper-class families.

Weighted distance of these areas to 5 employment centers of Boston is less 
than 3rd zone and greater than 2nd zone.

Most business-owners may probably be in this zone.
Records of this zone have a logical weighted distance to 5 employment centers 

of Boston, not so close, not so far.

1st Zone

2nd Zone

3rd Zone

2nd Insight:
Records of this zone are so concentrated and they have the lowest values of 

DIS variable.
Meaning that they are the nearest areas to 5 employment centers of Boston.

This zone probably is mostly made of working-class families which prefer to 
be so close to their workplace and the also want houses which are as cheapest 

as possible.
3rd Insight:

Records of this zone are not as concentrated as 2nd zone and also more 
concentrated than 1st zone.

My guess is that this zone is mostly made of middle-class families. House 
prices is this zone is relatively higher than the 2nd zone.

Records of this zone have the highest values of DIS variable, meaning that 
they are far away from 5 employment centers of Boston.
This zone can be a potential option for retired parents.



Question : Is There Any Difference Between Average Of House Prices Based On DIS Rates?

Statistical Analyses ( DIS Variable )

AGE 2 Classes :
I am going to create a new feature based on DIS feature.

This feature is going to be 0 for areas which DIS rate in them is 
lower than average.

And is going to be 1 for areas which DIS rate in them
 is greater than average.

I chose these 2 classes because of the distribution of the DIS 

variable. This variable is highly and positively skewed.
The first two bars of its histogram have much more frequencies than 

the other one. Meaning that the weighted distance of the most of 
areas of Boston is in the same range.

On the other hand, the average of this variable is so close to these 
two bars.

As a result, I am going to examine that if there is any difference 
between the average of MEDV, between these two classes.

Average :
The average of the DIS variable is equal to 3.795



Variances Equality Test:
As we can see, P-value is less than alpha, so; we should reject the null hypothesis. Meaning that variance of 

house prices with class 1 ( DIS variable for them is above its average ) , is not equal to variance of house 
prices with class 0 ( DIS variable for them is below the average ).

So; for comparing the average of house prices between these two classes, with should not assume the 
equality of variances.

Variances Equality Test ( Leven’s Method ) 

Statistical Analyses ( DIS Variable )

Why Leven’s Method :
As we saw before, MEDV variable is not normally distributed. So; 
for checking the equality of variances of MEDV variable based on 

different categories of NOX variable, we should use the 
appropriate method which is Leven’s test.

If MEDV was normally distributed, Fisher’s test must be 
conducted



Average Equality Test ( T- test ) 

Statistical Analyses ( DIS Variable )

Not Equal:
P-value is less than alpha, so; we should reject the null hypothesis. Meaning that the average of house 

prices for those areas which have DIS rates below the average ( class 0 ) is not equal to the average of house 
prices for those areas which have DIS rates above the average ( class 1 ). 

Higher Average Of House Prices:
This tells us that areas of class 1, have higher house prices on average, comparing to areas of class 0

Meaning that on average, houses which have DIS rate above the average, have higher prices



The Best Fitting Distribution

Statistical Analyses ( DIS Variable )

Log-Normal Distribution :
With use of XLSTAT, I found out that the best 

fitting distribution for DIS variable, is log-normal  
distribution with given parameter as below (μ & σ)

Then again, with use of XLSTAT I plot the 
distribution with this parameters and its 

corresponding value and I got the chart which you 
can see on the right, which seems so suit for DIS 
variable considering this variable’s distribution.



Statistical Analyses ( RAD Variable )
Examining The Distribution

RAD Frequency Chart:
The RAD variable in the Boston Housing dataset, which represents the index 

of accessibility to radial highways, exhibits an interesting distribution 
pattern. The frequency chart for RAD reveals distinct clustering among 

certain values, reflecting the variation in accessibility levels across different 
neighborhoods.

The dataset contains RAD values of 1, 2, 3, 4, 5, 6, 7, 8, and an outlier value 
of 24. The frequency table indicates that the majority of neighborhoods have 

RAD values within the range of 1 to 8, highlighting varying degrees of 
highway accessibility. Notably, the value 24 stands out as it is significantly 

higher, representing areas with exceptional access to radial highways. This 
high value suggests the presence of major transportation hubs or highly 
connected regions, which can have substantial implications for urban 

mobility and property values.
This distribution provides valuable insights into the connectivity of different 

neighborhoods, underscoring the importance of transportation 
infrastructure in urban planning and real estate dynamics. By examining 

these frequencies, we can better understand the spatial distribution of 
accessibility and its impact on community development.

Below is the frequency table that visually represents the distribution of the 
RAD variable.

Values Explanation :
The values of this variable, range from 1 to 24, with higher values indicating 

better accessibilities to radial highways.

Anomaly At 24 : 
The value 24 stands out as it’s significantly higher than the other values. This 

indicates that locations with a RAD value of 24 have exceptionally good 

access to radial highways, possibly representing a major hub or highly 
connected area.



Examining The Descriptive Statistics

Statistical Analyses ( RAD Variable )

There are 506 

observations when we 
look at the “RAD” 

column in our dataset

All of 506 rows of this 

column are filled with 
data and there are not 

any missing values 

Sum of weights for a 
qualitative variable like 
RAD does not give any 

meaningful 
information, because 

“RAD” is not 
quantitative.  

This shows us that 
“RAD” variable 

contains 9 categories 

As we knew before.
Higher values indicate 
better accessibility to 

radial highways 

Category 24 is the 

mode, so its frequency 
is greater than other 

categories

The frequency 
of the mode 

(which was for 
class 24) is 132

There are 9 

categories in 
this variable 

column

This column shows the 
frequency of each 
category of RAD 

variable

This column shows the 
frequency of each 
category of RAD 

variable in percent

With a confidence level 
of 95%, we can say that 

on the population, 
different categories of 

RAD variable, will have 
given proportions.

These three columns 
don’t give us any new 
information, they just 

give the same 
information of previous 

last three columns



Correlation Test With The Target Variable ( Spearman Method )

Statistical Analyses ( RAD Variable )

Why Spearman Method:
I am going to check the correlation between RAD variable and 

target variable which is MEDV. MEDV is a continuous variable and 
RAD is an ordinal variable, and because of this reason I should use 

appropriate corresponding method; which for checking the 
correlation between these two kinds of variables is Spearman 

method.

Moderate And Inverse Correlation:
The correlation matrix and the value of -0.34 tells us that there is 

an inverse correlation between these 2 variables.

In other words, homes closer to these radial highways may have 
lower median values compared to those farther away.

Meaning that if one of the increase, the other one will decrease. 
On the other hand, the absolute value of 0.34 indicates a 

moderate relationship.

Statistical Significance Of The Correlation:
The value is <0.0001 suggests that the correlation between RAD 

and MEDV is statistically significant and it is not due to random 
changes. 

Power Of Prediction:
The value of 0.12 in this table, indicates that only 12% of the 

variance in target variable ( MEDV ) can be explained by the 
variance in RAD variable.



Scatter Plot With The Target Variable 

Statistical Analyses ( RAD Variable )

Comparing Different Areas With Different 
Weighted Distances From Radial Highways:

With paying attention to the scatter plot, we can draw some visual 
insights from it as are mentioned below : 

1st Insight :
It seems that for the highest values of MEDV, accessibility is not an issue.

Although the concentration of samples are different between different 
categories; but as we can see on the chart, for each different levels of 

accessibility, there are some areas that have higher MEDVs than the other 
samples.

2nd Insight :
If we look at the area which is marked with number 2, we can see that for 

category number 1 ( which has the worst accessibility to radial highways ), the 

MEDV (median value of owner-occupied homes) tends to vary within a narrower 
range compared to the other categories.

Meaning that, samples in this category, are not popular choices, whether for 
upper-class or middle-class or working-class families.

3rd Insight :
There are some areas in category number 24, which have the lowest MEDVs.

These probably are areas which are so close to radial highways which this 
characteristic of them, make them not desirable for anyone, and make the cheap. 

1st 

2nd 
3rd  



Question : Is There Any Difference Between Average Of House Prices Based On RAD Classification ?

Statistical Analyses ( RAD Variable )

RAD Classification :
To explore the relationship between housing values and accessibility to 

radial highways, we examined the average MEDV (median value of 
owner-occupied homes) across different RAD categories. The RAD 

variable, which measures the index of accessibility to radial highways, is 
categorized into several groups, each representing different levels of 

connectivity to major roadways.
Our analysis aims to determine whether there are significant differences 

in the average MEDV among these RAD categories. By comparing the 
mean housing values across the various RAD groups, we can gain 

insights into how proximity to radial highways impacts property values. 
This examination is crucial for urban planners and real estate analysts, 
as it highlights the potential influence of transportation infrastructure 

on housing market dynamics.
Preliminary results suggest variability in median home values depending 

on the level of highway accessibility. These findings could inform 
decisions related to urban development, zoning, and investment 
strategies, ensuring a balanced approach to infrastructure and 

residential planning



Question : Is There Any Difference Between Average Of House Prices Based On RAD Categories? ( ANOVA Test Results, 1st Page)

Statistical Analyses ( RAD Variable )

Adjusted R Squared:
With variance of RAD 

variable, we can anticipate 
21.6% of variance of the 

target variable which is 
MEDV

Correlations Between Different RAD Categories With Target Variable :
These values in blue box show the correlation between different RAD categories with the target 

variable
As we can see, there is a relatively strong and inverse correlation between target variable and 

category number 24 of RAD variable. As we mentioned before, this category includes areas with 

the best accessibility to radial highways.
Meaning that for those areas which are relatively closer to radial highways, MEDV will drop.

Target variable has a direct and relatively stronger correlation with category number 8, it 

indicates that in these areas ( which have good accessibility to radial highways, but not so close 
to them ) MEDV will slightly increase as a result of this characteristic of these areas.

Correlations Between Different RAD Categories :
Values which are in this right triangle, show the correlation 

between different Categories of RAD variable.
As we can see all the values show inverse correlations.

And category number 3 has the strongest , inverse correlation with 
category number 2



Question : Is There Any Difference Between Average Of House Prices Based On RAD Categories? ( ANOVA Test Results, 2nd Page)

Statistical Analyses ( RAD Variable )

There Is Difference Between RAD Different Categories :
This number here, tells us that there is a meaningful difference between different categories of RAD 

variable in terms of MEDV.
Meaning that if want to created a model for MEDV variable, it should include RAD variable.

RAD is an effective element on MEDV variable.

Reliable Coefficients :
All of the values, are less than alpha, meaning 

that all of the coefficients which are used in the 
model created by the use of linear regression, 

are reliable. 

Parameters Of The Model :
This column shows all of the parameters which are 
used in the model to anticipate the MEDV based on 

RAD categories.

Coefficients Of The Model :
This column shows the corresponding 

coefficients for each parameters of the model.

Lower & Upper Bonds :
Represent the confidence interval for each 

coefficient estimate.
A confidence interval provides a range within 

which we expect the true value of the 
coefficient to fall, with a certain level of 

confidence ( 95% )

T-Statistics :
The t-statistic is a measure used in hypothesis testing to determine whether a coefficient 

is significantly different from zero.
It is calculated as the coefficient estimate divided by its standard error.

High Absolute Value: A high absolute value of the t-statistic (either positive or negative) 
suggests that the corresponding predictor is significantly different from zero, implying a 

significant effect on the dependent variable.
Low Absolute Value: A low absolute value suggests that the predictor is not significantly 

different from zero, implying it might not have a significant effect.

Standard Error :
The Standard Error (often abbreviated as SE) tells us how much the estimated value 

of a coefficient might vary if you repeated your analysis with different samples of 
data.

It shows the precision of the coefficient estimate. 
Smaller standard errors indicate more precise estimates.



Question : Is There Any Difference Between Average Of House Prices Based On RAD Categories? ( ANOVA Test Results, 3rd Page)

Statistical Analyses ( RAD Variable )

The Highest

The Lowest

Comparing The Average Of MEDVs Of Different RAD Categories:

This chart shows are the average of MEDVs of each category of RAD variable.

As we can see, category number 8 has the highest value of MEDVs on average and the category number 24 has 

the lowest value of MEDVs on average.

Consider the interval between category number 1 to category number 3, also the interval between category 
number 6 to category number 8 ( purple ovals )

In these two intervals, there is a direct correlation between categories and average of MEDVs of each category, 
as we can see; as accessibility gets better, average of MEDV goes higher ( in these two mentioned intervals ) 

On the other hand, consider the interval between category number 4 to category number 6.( yellow oval )

Something happens in this interval which does not obey the rule and is destroying our pattern. 
It can be considered as a case study to get deeper in.

And finally, category number 24, this category has the best accessibility to radial highways, and has the lowest 

average of MEDVs. It can probably be due to its short distance to highways which make areas of this category 
noisy and crowded.

Grouping Categories Of The RAD Variable :

According to the table on the left, we can group different categories of the RAD variable. 
We can divide them in 4 different groups.

Categories which are in same group, approximately have same average of MEDVs, so; we can group them.
4 groups are labeled as : A, AB, BC, C

Comparing these groups to each other is another issue that we will talk about in the next slide.
By now, it is enough for us to know, which categories have approximately same average of MEDVs.



Question : Is There Any Difference Between Average Of House Prices Based On RAD Categories? ( ANOVA Test Results, 4th Page)

Statistical Analyses ( RAD Variable )

The Highest To The Lowest :
Table on the right, ranks the different categories of RAD variable, from the highest ( category number 8 ) to the 

lowest ( category number 21 ) in terms of average of their MEDVs.
On the previous slide, we compare them on the “Means” chart, and now we have each category and its 

corresponding average of its MEDVs.

Group Comparing :
On the previous slide, we saw that we can group some categories of the RAD variable 

together, that was because that the average of their MEDVs was approximately the same.
And we said that comparing these groups can be an issue that we can talk about.

On the left, we have a bar chart that compares these groups.
As we can see, group A ( which includes the categories number 8 and 3 )has the highest 
average of MEDVs and group C ( which only includes the category number 24 ) has the 

lowest.
This grouping method can help us with different purposes. 

Whether it is how for planning to buy a house or urban planning and so on.



Statistical Analyses ( TAX Variable )
Examining The Distribution

TAX Frequency Chart:
The TAX variable in the Boston Housing dataset, representing the full-value property tax rate per $10,000, exhibits a distinct distribution pattern across the dataset. The frequency 

chart provides a visual representation of how the TAX rates are distributed among the different samples. By examining the frequency chart, we can observe that certain tax rates 
are more common than others, indicating clusters where the majority of properties fall within specific tax brackets.

Notably, the chart highlights several peaks, suggesting that specific tax rates occur more frequently, possibly reflecting local policies or regional tax regulations that influence the 
property tax rates in those areas. Understanding the distribution of the TAX variable is crucial for analyzing the financial burden on property owners and its potential impact on 

housing values and market dynamics.
This analysis provides valuable insights into the taxation landscape within the dataset, offering a clearer picture of how property tax rates vary and what patterns emerge from the 

data.

Mode:
The Mode of TAX variable is equal to 666



Examining The Descriptive Statistics

• There are 506 observations in this variable’s column

• there are not any missing values for this variable 

• All of the records are filled with data 

• Minimum value of this variable 

• Maximum value of this variable 

• Minimum value of this variable can be seen only 1 time among all of the records

• Maximum value of this variable can be seen 5 times among all records

• Maximum - Minimum

• 25% of data of this variable are below this value and 75% of our data are greater than this number 

• 50% of data of this variable are below this value and 50% of our data are greater than this number 

• 75% of data of this variable are below this value and 25% of our data are greater than this number 

• Sum of all values in this variable’s column 

• Average of our sample 

• The variance of the population for this variable

• The variance of the sample for this variable

• The standard deviation of the population for this variable

• The standard deviation of the sample for this variable

• A skewness value of 0.66 for the DIS variable indicates a moderate positive skewness, meaning that while most 

distances are clustered towards shorter values, there are a few larger values that pull the distribution to the right.

• The peak of the distribution is lower and broader than that of a normal distribution. there are fewer extreme outliers in 
the data. In other words, the TAX values are more evenly spread out without significant high or low extremes.

• The mean of the population of this variable must be something between 393.5 and 422.9 with confidence level of 95%

• The variance of the population of this variable must be something between 25202.7 and 32261 with confidence level of 
95%

Statistical Analyses ( TAX Variable )



Normality Test ( Anderson-Darling Method )

Statistical Analyses ( TAX Variable )

Normality Test Result :
p-value is less than alpha, so we should reject the 

null hypothesis. So; TAX variable does not follow a 
normal distribution.

P-P & Q-Q plot:
These plots show us that there is a difference 

between TAX variable’s distribution and a normal 
distribution as the normality test’s result unveiled 

this fact to us.



Outliers Detecting ( Variable Transformation )

Raw data:
This is the raw data of TAX variable without any 

transformations.

Z-Score Normalization:
In this column, I transformed the data of TAX variable 

with use of excel functions.
I create a function like this : 

Normalization:
In this column, I normalized the data of TAX variable 

with use of excel functions.
I create a function like this : 

XLSTAT Check (Z-Score Normalization):
In this column, I transformed the data of TAX variable 

with use of XLSTAT transformation option to doublecheck 
my transformation with excel functions.

XLSTAT Check (Normalization):
In this column, I normalized the data of TAX variable with 
use of XLSTAT transformation option to doublecheck my 

transformation with excel functions.

Statistical Analyses ( TAX Variable )



Statistical Analyses ( TAX Variable )
Outliers Detecting ( Box-Plot Method )

Whisker Line = 711

Whisker Line = 187

Box-plot chart:
In our analysis of the TAX variable using a box-plot chart, we observed that there are no outliers present. This 

indicates that the property tax rates in our dataset are relatively consistent, with no extreme values that deviate 
significantly from the central distribution. The absence of outliers suggests a uniform application of tax rates 
across the neighborhoods, reflecting a stable and predictable tax environment. This finding is important for 

understanding the overall distribution of property tax rates and reinforces the reliability of our data for further 
analysis.

3rd Quartile

Above Maximum:
As we can see, this value, which is a limit 

line, and any value above it should be 
considered as outlier; is greater than the 

maximum of TAX variable
So, we would not have outliers between high 

values of TAX variable

1st Quartile

Below Minimum:
This value is another limit line, and any 
value below it, should be considered as 

outlier; is less than the minimum of TAX 
feature

So, we would not have outliers between low 
values of TAX feature



Box-Plot VS Z-Score  :
In our examination of the TAX variable, both the box-plot and the Z-score method consistently 

revealed the absence of outliers. The box-plot chart confirmed that there are no values significantly 
deviating from the central distribution, indicating a uniform spread of property tax rates. Similarly, the 

Z-score method, which assesses the number of standard deviations a data point is from the mean, 
corroborated this finding by showing no values falling outside the typical threshold for outliers 

(commonly set at Z-scores beyond ±3). This consistency between the two methods strengthens our 

confidence in the data's reliability and the uniformity of tax rates across the dataset, providing a solid 
foundation for further analysis and interpretation.

No Outliers With Z-Score Method :
As we know, in Z-Score method for detecting outliers, values which are greater 
than ( average + 3 x standard deviation ) and less than ( average – 3 x standard 

deviation ) are known as outliers.

So; after standardizing the variable, I applied a conditional formatting on this 
variable to detect values which are greater than 3 or less than -3, to keep the track 

of the outliers of this feature based on Z-Score method and I found out that there 
is no value between transformed data to be greater than 3 or less than -3

Statistical Analyses ( TAX Variable )
Outliers Detecting ( Z-Score Method )



Outliers Detecting ( Grubbs Method )

Concept:
As we saw before, TAX variable is not normally distributed, and as we 
know, for detecting outliers with Grubbs method, our variable must 
follow a normal distribution otherwise we cannot apply Grubbs test 

on it. 
So; I transformed this variable with box-cox method, and applied a 
normality test again to see if now, it follows a normal distribution, 

and the answer was negative to this question.
So, as the conclusion, we find it out that we cannot convert the TAX 

variable to a normally distributed variable. So as the result, we cannot 
apply Grubbs method for detecting the outliers of this variable. 

Statistical Analyses ( TAX Variable )

Normality Test After Box-Cox 
Transformation :

As we can see, the result of the normality test of 
transformed data ( with box-cox method ), TAX  

variable still does not follow a normal 
distribution.

Transformed data of TAX Variable 
With Box-Cox Method



Correlation Test With The Target Variable ( Spearman Method )

Statistical Analyses ( TAX Variable )

Why Spearman Method:
I am going to check the correlation between TAX variable and 

target variable which is MEDV. 
MEDV is a continuous variable and TAX is a discrete variable, and 

because of this reason I should use appropriate corresponding 
method; which for checking the correlation between a continuous 

variable and a discrete variable is Spearman method.

Relatively Strong And Inverse Correlation:
The correlation matrix and the value of -0.56 tells us that there is 

an inverse correlation between these 2 variables.

Meaning that if one of the increase, the other one will decrease.
On the other hand, the absolute value would be 0.56, which 

indicates that the correlation is relatively strong.

Statistical Significance Of The Correlation:
The value is <0.0001 suggests that the correlation between TAX 

and MEDV is statistically significant and it is not due to random 
changes. 

Power Of Prediction:
The value of 0.316 in this table, indicates that only 31.6% of the 

variance in target variable ( MEDV ) can be explained by the 
variance in TAX variable.



Scatter Plot With The Target Variable 

Statistical Analyses ( TAX Variable )

1st 

1st 

2nd 

Insights :
As we see on the chart, we can draw some insights from the 

scatter plot of the MEDV and TAX variables.
Some of the insights we can discuss about are motioned 

below
Clearly, we can extract other hints from the plot, but by now, 

these would satisfy our purposes here

1st Insight:
If we look at the zones which are marked as “1st” with purple ovals, we can 

extract a pattern from them.
Distribution of samples in these zones, show us that there is an inverse 

correlation between TAX and MEDV variables.
Meaning that as TAX variable increase, the MEDV will decrease.

This fact can imply that houses with high values of TAX are cheaper than the 
other ones, and houses with low values of TAX can be probably more 

expensive than others 
( it becomes important here to notice that houses with lower values of TAX 

can vary in a wider range. They can have more variety in terms of house 
prices )

2nd Insight:
If we look at the zone which is marked as “2nd“ with orange oval, we can extract some 

insights about the areas which are included in this zone.
It seems that this zone, can be attributed to middle-class families.

Samples in this zone have relatively lower values of TAX and also lower values of 
MEDVs.

The concentration and the variety of samples in this zone is much more than the others.
Samples in this zone, seem to make the majority of samples and the can range from 

relatively low value of MEDV to high values of it.



Question : Is There Any Difference Between Average Of House Prices Based On TAX Variable?

Statistical Analyses ( TAX Variable )

TAX 2 Classes :
I am going to create a new feature based on TAX feature.
This feature is going to be 0 for areas which TAX value in 

them is lower than the average.
And is going to be 1 for areas which TAX value in them is 

greater than the average.
I chose these 2 classes because it seems to me interesting 

and logical to compare these two classes in terms of the 
average of their MEDVs.

Average :
The average of TAX variable is equal to 408



Variances Equality Test:
As we can see, P-value is less than alpha, so; we should reject the null hypothesis. Meaning that variance of 

house prices with class 1 ( TAX value for them is above the average ) , is not equal to variance of house 
prices with class 0 ( TAX value for them is below the average ).

So; for comparing the average of house prices between these two classes, with should not assume the 
equality of variances.

Variances Equality Test ( Leven’s Method ) 

Statistical Analyses ( TAX Variable )

Why Leven’s Method :
As we saw before, MEDV variable is not normally distributed. So; 
for checking the equality of variances of MEDV variable based on 

different categories of TAX variable, we should use the 
appropriate method which is Leven’s test.

If MEDV was normally distributed, Fisher’s test must be 
conducted



Average Equality Test ( T- test ) 

Statistical Analyses ( TAX Variable )

Not Equal:
P-value is less than alpha, so; we should reject the null hypothesis. Meaning that the average of house 

prices for those areas which have TAX values below the average ( class 0 ) is not equal to the average of 
house prices for those areas which have TAX value higher than the average ( class 1 ). 

Higher Average Of House Prices:
This tells us that areas of class 0, have higher house prices on average, comparing to areas of class 1
Meaning that on average, houses which have lower TAX values are more expensive than the others.



The Best Fitting Distribution

Statistical Analyses ( TAX Variable )

Gamma (2) Distribution :
With use of XLSTAT, I found out that the best fitting 

distribution for TAX variable, is Gamma (2)  

distribution with given parameter as below ( K & β )
Then again, with use of XLSTAT I plot the 
distribution with these parameters and its 

corresponding value and I got the chart which you 
can see on the right.

Not Perfectly Fitted :
Red line on the left chart, shows the best fitting 

estimated distribution for the TAX variable.
As we can see, it is not perfectly fitted, but it is the 

best we could do with actual distribution of the TAX 
variable.



Statistical Analyses ( PTRATIO Variable )
Examining The Distribution

PTRATIO Histogram Chart:

The histogram chart for the PTRATIO variable, representing the pupil-teacher 
ratio by town, reveals several important characteristics about its distribution. 

Firstly, the distribution is negatively skewed, indicating that most towns have 
higher pupil-teacher ratios, with fewer towns enjoying lower ratios. This 
skewness suggests that while some areas have favorable student-teacher 

ratios, the majority face higher ratios. 

Additionally, the histogram exhibits two prominent peaks. These peaks likely 
represent distinct groups of towns with similar pupil-teacher ratios, 

highlighting variations in educational environments. 

Understanding the distribution of PTRATIO is crucial for analyzing how the 
educational resources in different neighborhoods impact both property values 

and residents' quality of life.

Mode:
The mode of PTRATIO feature must be something in this range.



Examining The Descriptive Statistics

• There are 506 observations in this variable’s column

• there are not any missing values for this variable 

• All of the records are filled with data 

• Minimum value of this variable 

• Maximum value of this variable 

• Minimum value of this variable can be seen 3 times among all of the records

• Maximum value of this variable can be seen 2 times among all records

• Maximum - Minimum

• 25% of data of this variable are below this value and 75% of our data are greater than this number 

• 50% of data of this variable are below this value and 50% of our data are greater than this number 

• 75% of data of this variable are below this value and 25% of our data are greater than this number 

• Sum of all values in this variable’s column 

• Average of our sample 

• The variance of the population for this variable

• The variance of the sample for this variable

• The standard deviation of the population for this variable

• The standard deviation of the sample for this variable

• A skewness of -0.8 suggests that the distribution has a slight left skew, with most of the data clustered towards the 

higher end but with a tendency for some lower values.

• A kurtosis value of 0.29 suggests that the distribution is not perfectly normal but has moderately fatter tails and a sharper 

peak. This provides insights into the data's tendency to have slightly more extreme values than a normal distribution.

• The mean of the population of this variable must be something between 18.2 and 18.6 with confidence level of 95%

• The variance of the population of this variable must be something between 4.1 and 5.3 with confidence level of 95%

Statistical Analyses ( PTRATIO Variable )



Normality Test ( Anderson-Darling Method )

Statistical Analyses ( PTRATIO Variable )

Normality Test Result :
p-value is less than alpha, so we should reject the 
null hypothesis. So; PTRATIO variable does not 

follow a normal distribution.

P-P & Q-Q plot:
These plots show us that there is a difference 

between PTRATIO variable’s distribution and a 
normal distribution as the normality test’s result 

unveiled this fact to us.



Outliers Detecting ( Variable Transformation )

Raw data:
This is the raw data of PTRATIO variable without 

any transformations.

Z-Score Normalization:
In this column, I transformed the data of PTRATIO 

variable with use of excel functions.
I create a function like this : 

Normalization:
In this column, I normalized the data of PTRATIO 

variable with use of excel functions.
I create a function like this : 

XLSTAT Check (Z-Score Normalization):
In this column, I transformed the data of PTRATIO 

variable with use of XLSTAT transformation option to 
doublecheck my transformation with excel functions.

XLSTAT Check (Normalization):
In this column, I normalized the data of PTRATIO variable 
with use of XLSTAT transformation option to doublecheck 

my transformation with excel functions.

Statistical Analyses ( PTRATIO Variable )



Statistical Analyses ( PTRATIO Variable )
Outliers Detecting ( Box-Plot Method )

Whiskers & Box :

IQR ( = 3rd quartile – 1st quartile ) 

whisker lines :
 3rd quartile + 1.5 IQR = 22

1st quartile – 1.5 IQR = 13.6

Outliers: 
Values of PTRATIO which are above 22

Values of PTRATIO which are below 13.6

Outliers :
As we can see on box-plot chart of PTRATIO variable, this variable has outliers 

are at the left side of its distribution ( as we could guess from the histogram chart 
of this variable )

Values which are less than 13.6, are detected as outliers for PTRATIO

I applied a conditional formatting rule on PTRATIO column to find the values 
which are less than 13.6 to find out how many outliers are detected with box-plot 

method and the result ( as you can see below ) was 15.

Meaning that there are 15 samples between our records which are detected as 

outliers and they belong to areas that teacher/student ratio in them is relatively 
low. Meaning that there are fewer numbers of students per teacher in those areas.

These areas ( which are detected as outliers ) probably have better educational 
status to offer and probably are expensive and attributed to either upper-class 

families, or they are in some small towns which are not crowded. 

Conclusion :
With box-plot method we detected 15 outliers for PTRATIO variable, on the 

next slide we are going to detected the outliers of this variable with z-score 
method.

We guess that the number of outliers with z-score method is less than the 
number of outliers with box-plot method.

Anyway, 15 outliers out of 506 records makes approximately 3% of our 

sample and it is relatively low that we can rely on.

3rd Quartile

1st Quartile

Whisker Line = 22

Whisker Line = 13.6

Outlier



Box-Plot VS Z-Score  :
With box-plot method we detected 15 outliers while with z-score method we found 

non.
These outliers which we found with box-plot method may help us to convert 

PTRATIO variable to a normally distributed one.
Finding no outliers with z-score method could be guessable, because this method is 

more sensitive and more selective than box-plot method.
Anyway, we only can rely on box-plot method because that’s all we have for 

detecting outliers of PTRATIO variable.

No Outliers With Z-Score Method :
As we know, in Z-Score method for detecting outliers, values which are greater 
than ( average + 3 x standard deviation ) and less than ( average – 3 x standard 

deviation ) are known as outliers.

So; after standardizing the variable, I applied a conditional formatting on this 
variable to detect values which are greater than 3 or less than -3, to keep the track 

of the outliers of this feature based on Z-Score method and I found out that there 
is no value between transformed data to be greater than 3 or less than -3

Statistical Analyses ( PTRATIO Variable )
Outliers Detecting ( Z-Score Method )



Outliers Detecting ( Grubbs Method )

Concept:
As we saw before, PTRATIO variable is not normally distributed, and 
as we know, for detecting outliers with Grubbs method, our variable 
must follow a normal distribution otherwise we cannot apply Grubbs 

test on it. 
So; I transformed this variable with box-cox method, and applied a 
normality test again to see if now, it follows a normal distribution, 

and the answer was negative to this question.
On the second step, I removed the outliers of this variable and again 
applied a normality test to see if it now follows a normal distribution 

and the answer to this question was also negative.
So, as the conclusion, we find it out that we cannot convert the 

PTRATIO variable to a normally distributed variable. So as the result, 
we cannot apply Grubbs method for detecting the outliers of this 

variable. 

Statistical Analyses ( PTRATIO Variable )

Transformed data of PTRATIO 
Variable With Box-Cox Method

Normality Test After Box-Cox 
Transformation :

As we can see, the result of the normality test of 
transformed data ( with box-cox method ), 

PTRATIO variable still does not follow a normal 
distribution.

Normality Test After Removing Outliers :
As we can see, even after removing the outliers of the PTRATIO 

variable and conducting a normality test again, this variable is not 
following a normal distribution.



Correlation Test With The Target Variable ( Pearson Method )

Statistical Analyses ( PTRATIO Variable )

Why Pearson Method:
I am going to check the correlation between PTRATIO variable and 

target variable which is MEDV, these are both continuous 
variables, and because of this reason I should use appropriate 

corresponding method; which for checking the correlation 
between two continuous variables is Pearson method.

Relatively Strong And Inverse Correlation:
The correlation matrix and the value of -0.50 tells us that there is 

an inverse correlation between these 2 variables.

Meaning that if one of the increase, the other one will decrease. 
On the other hand, the absolute value would be 0.50, which 

indicates that the correlation is relatively strong.
meaning that, when PTRATIO gets higher ( the number of 

students per teacher gets higher ) , as a result, educational quality 
decreases, and the MEDV variable will also decrease

Statistical Significance Of The Correlation:
The value is <0.0001 suggests that the correlation between 

PTRATIO and MEDV is statistically significant and it is not due 
to random changes. 

Power Of Prediction:
The value of 0.258 in this table, indicates that only 25.8% of the 

variance in target variable ( MEDV ) can be explained by the 
variance in PTRATIO variable.



Scatter Plot With The Target Variable 

Statistical Analyses ( PTRATIO Variable )

1st 

2nd 

Insights :
As we see on the chart, we can draw some insights from the 

scatter plot of the MEDV and PTRATIO variables.
Some of the insights we can discuss about are motioned 

below
Clearly, we can extract other hints from the plot, but by now, 

these would satisfy our purposes here

1st Insight:
This zone contains the most expensive houses. 

We can see that the PTRATIO variable is relatively low for these houses.
Suggesting that these two variables have an inverse correlation ( as it shown with red 

line )
On the other hand, the concentration of records in this zone shows us lower variety in 

comparison to the other zone that we have marked as 2nd .
Suggesting that there are fewer records in our dataset that PTRATIO in them is 

relatively low.
This zone probably contains upper-class families and the LSTAT rate ( the other feature 
in our dataset which shows the proportion of low-status families ) may be lower in this 

zone than the other one.

2nd Insight:
This zone is made of areas that PTRATIO in them is relatively higher than the other 

areas.
The dense concentration of records in this zone suggests that most of areas of our dataset 

share the same characteristics in terms of PTRATIO variable.
On the other hand, house prices in this zone is relatively lower than the other areas 

which one more time shows an inverse correlation between these two variables.

Trend Line:
The red line in the chart, shows the relationship 

between MEDV and PTRATIO variables.
As we can see, the correlation is inverse.

Meaning that as one of these variables increases, 
the other one will decrease.

This fact seems logical, because rich families 
usually looking for better educations and areas that 

have fewer number of students per teacher have 
probably better educational system.



Question : Is There Any Difference Between Average Of House Prices Based On PTRATIO values?

Statistical Analyses ( PTRATIO Variable )

Average Of NOX Feature :

I am going to create a new feature based on PTRATIO.

this feature is going to be 0 for areas which have PTRATIOs less than 16.4

And is going to be 1 for areas which have PTRATIOs greater than 16.4

And I am going to compare the average of house prices between these 2 
classes.

The reason of choosing the value of 16.4, is the histogram chart of the 

PTRATIO variable. 
If we look at this variable’s histogram, it seems that PTRATIO variable is 

made of two different distributions
We can talk about this issue later but by now, it seems interesting if we could 

divide the PTRATIO into these two classes.

Dividing Wall:
This green line, separates two 

distributions which seem to be existed 
in the histogram chart of PTRATIO 

variable.



Variances Equality Test:
As we can see, P-value is greater than alpha, so; we should accept the null hypothesis. Meaning that 

variance of house prices with class 1 ( those with PTRATIO greater than 16.4 ) , is equal to variance of 
house prices with class 0 ( those with PTRATIO less than 16.4).

So; for comparing the average of house prices between these two classes, with should assume the equality of 
variances.

Variances Equality Test ( Leven’s Method ) 

Statistical Analyses ( PTRATIO Variable )

Why Leven’s Method :
As we saw before, MEDV variable is not normally distributed. So; 
for checking the equality of variances of MEDV variable based on 

different categories of PTRATIO variable, we should use the 
appropriate method which is Leven’s test.

If MEDV was normally distributed, Fisher’s test must be 
conducted



Average Equality Test ( T- test ) 

Statistical Analyses ( PTRATIO Variable )

Not Equal:
P-value is less than alpha, so; we should reject the null hypothesis. Meaning that the average of house 

prices for those areas which have PTRATIO values below 16.4 ( class 0 ) is not equal to the average of house 
prices for those areas which have PTRATIO value higher than 16.4 ( class 1 ). 

Higher Average Of House Prices:
This tells us that areas of class 0, have higher house prices on average, comparing to areas of class 1
Meaning that on average, houses which are in areas with better educational quality ( there are fewer 

number of students per teacher ) are more expensive than the others.



The Best Fitting Distribution

Statistical Analyses ( PTRATIO Variable )

Logistic Distribution :
With use of XLSTAT, I found out that the best fitting 

distribution for PTRATIO variable, is logistic 
distribution with given parameter as below ( μ & σ )

Then again, with use of XLSTAT I plot the 
distribution with these parameters and its 

corresponding value and I got the chart which you 
can see on the right.

Not Perfectly Fitted :
Red line on the left chart, shows the best fitting 

estimated distribution for the PTRATIO variable.
As we can see, it is not perfectly fitted, but it is the 

best we could do with actual distribution of the 
PTRATIO variable.



Statistical Analyses ( DIS Variable )
Examining The Distribution

DIS Histogram Chart:

The histogram chart for the B variable, representing the proportion 
of people of African descent in each town, offers insightful 

observations about its distribution. 

The distribution is highly negatively skewed, suggesting that the 
majority of towns have higher proportions of this demographic. 

This significant skewness reveals that while a large number of towns 
exhibit high values, fewer towns have lower values, creating a 

pronounced left tail in the histogram. Such a pattern underscores 
the demographic concentrations within the dataset, providing a 

clearer picture of community compositions.

Understanding the histogram and distribution of the B variable is 
crucial for analyzing the socio-economic dynamics across different 
neighborhoods. The skewness points to potential areas of focus for 

policy-making, social services, and urban planning.

By acknowledging these demographic patterns, stakeholders can 
better address community needs and foster inclusive growth. This 

analysis enriches our comprehension of the dataset and aids in 
deriving meaningful insights for further research and application.

Mode:
The mode of B feature must be something in this range.



Examining The Descriptive Statistics

• There are 506 observations in this variable’s column

• there are not any missing values for this variable 

• All of the records are filled with data 

• Minimum value of this variable 

• Maximum value of this variable 

• Minimum value of this variable can be seen only 1 time among all of the records

• Maximum value of this variable can be seen 121 times among all records

• Maximum - Minimum

• 25% of data of this variable are below this value and 75% of our data are greater than this number 

• 50% of data of this variable are below this value and 50% of our data are greater than this number 

• 75% of data of this variable are below this value and 25% of our data are greater than this number 

• Sum of all values in this variable’s column 

• Average of our sample 

• The variance of the population for this variable

• The variance of the sample for this variable

• The standard deviation of the population for this variable

• The standard deviation of the sample for this variable

• A skewness of -2.88 suggests a substantial asymmetry with a heavy left tail, indicating that lower values are more extreme 

and less common, while higher values are more frequent. This highlights the presence of outliers and gives insight into the 
overall shape of the data.

• A kurtosis of 7.14 suggests that the distribution has a very sharp peak and heavy tails, indicating a high probability of 

extreme values and outliers.

• The mean of the population of this variable must be something between 348.7 and 364.6 with confidence level of 95%

• The variance of the population of this variable must be something between 7395.1 and 9466.4 with confidence level of 95%

Statistical Analyses ( B Variable )



Normality Test ( Anderson-Darling Method )

Statistical Analyses ( B Variable )

Normality Test Result :
p-value is less than alpha, so we should reject the 
null hypothesis. So; B variable does not follow a 

normal distribution.

P-P & Q-Q plot:
These plots show us that there is a difference 

between B variable’s distribution and a normal 
distribution as the normality test’s result unveiled 

this fact to us.



Outliers Detecting ( Variable Transformation )

Raw data:
This is the raw data of B variable without any 

transformations.

Z-Score Normalization:
In this column, I transformed the data of B variable with 

use of excel functions.
I create a function like this : 

Normalization:
In this column, I normalized the data of B variable with 

use of excel functions.
I create a function like this : 

XLSTAT Check (Z-Score Normalization):
In this column, I transformed the data of B variable with 
use of XLSTAT transformation option to doublecheck my 

transformation with excel functions.

XLSTAT Check (Normalization):
In this column, I normalized the data of B variable with 

use of XLSTAT transformation option to doublecheck my 
transformation with excel functions.

Statistical Analyses ( B Variable )



Statistical Analyses ( B Variable )
Outliers Detecting ( Box-Plot Method )

Whiskers & Box :

IQR ( = 3rd quartile – 1st quartile ) 

whisker lines :
 3rd quartile + 1.5 IQR = 396.9 = maximum

1st quartile – 1.5 IQR = 344.05

Outliers: 
Values of B which are below 344.05

Outliers :
As we can see on box-plot chart of B variable, this variable has outliers are at the 

left side of its distribution ( as we could guess from the histogram chart of this 
variable )

Values which are less than 344.05, are detected as outliers for B variable.

I applied a conditional formatting rule on B column to find the values which are 
less than 344.05 to find out how many outliers are detected with box-plot method 

and the result ( as you can see below ) was 76.

Meaning that there are 76 samples between our records which are detected as 

outliers and they belong to areas that proportion of African-American residentials 
is relatively less than the others areas.

These areas can be considered as old-fashion areas that racist beliefs are still 
popular in these areas ( note that we said “can be considered”, we did not claim 

this as a fact. This low proportion of African-American people in these areas may 
have some other reasons. )

Conclusion :
With box-plot method we detected 76 outliers for B variable, on the next slide 

we are going to detected the outliers of this variable with z-score method.
We guess that the number of outliers with z-score method is less than the 

number of outliers with box-plot method.
Anyway, 76 outliers out of 506 records makes approximately 15% of our 

sample, which is so high.
We cannot rely on box-plot method for deciding which records are outliers, 

because they are too man, it is better to go with z-score method.

3rd Quartile

1st Quartile

Whisker Line = 396.9

Whisker Line = 344.05

Outlier



Box-Plot VS Z-Score  :
When we compare the results of these two methods for detecting outliers 

for B feature, there is a big difference between these two methods.
With Box-Plot method we got 76 outliers 
With Z-Score method we got 25 outliers

The number of outliers detected with box-plot method is much more than 
the number of outliers detected with z-score method.

It would be better if we rely on z-score method because the number of 
outliers detected by this method is less and any records which is know as 
outlier with z-score method is also know as outlier with box-plot method.

25 Outliers:
25 outliers are detected based on Z-Score 

method.
While, the number of outliers which were 

detected based on box-plot method was 76. 

Outliers With Z-Score Method:
As we know, in Z-Score method for detecting outliers, values which are greater 
than ( average + 3 x standard deviation ) and less than ( average – 3 x standard 

deviation ) are known as outliers.
So; after standardizing the variable, I applied a conditional formatting on this 

variable to detect values which are greater than 3 or less than -3, to keep the track 

of the outliers of this feature based on Z-Score method and I got the result as you 
can see in the table. 

Statistical Analyses ( B Variable )
Outliers Detecting ( Z-Score Method )



Outliers Detecting ( Grubbs Method )

Concept:
As we saw before, B variable is not normally distributed, and as we know, 

for detecting outliers with Grubbs method, our variable must follow a 
normal distribution otherwise we cannot apply Grubbs test on it. 

So; I transformed this variable with box-cox method, and applied a 
normality test again to see if now, it follows a normal distribution, and the 

answer was negative to this question.
On the second step, I removed the outliers of this variable and again 

applied a normality test to see if it now follows a normal distribution and 
the answer to this question was also negative.

So, as the conclusion, we find it out that we cannot convert the B variable 
to a normally distributed variable. So as the result, we cannot apply 

Grubbs method for detecting the outliers of this variable. 

Statistical Analyses ( B Variable )

Transformed data of B Variable 
With Box-Cox Method

Normality Test After Box-Cox 
Transformation :

As we can see, the result of the normality test of 
transformed data ( with box-cox method ), B variable 

still does not follow a normal distribution.

Normality Test After Removing Outliers :
As we can see, even after removing the outliers of the B variable and 

conducting a normality test again, this variable is not following a 
normal distribution.



Correlation Test With The Target Variable ( Pearson Method )

Statistical Analyses ( B Variable )

Why Pearson Method:
I am going to check the correlation between B variable and target 

variable which is MEDV. 
Both are continuous variables, and because of this reason I should 

use appropriate corresponding method; which for checking the 
correlation between two continuous variables is Pearson method.

Relatively Weak And Direct Correlation:
The correlation matrix and the value of 0.33 tells us that there is a 

direct correlation between these 2 variables.

Meaning that if one of the increase, the other one will also 
increase.

On the other hand, the absolute value would be 0.33, which 

indicates that the correlation is relatively weak.

Statistical Significance Of The Correlation:
The value is <0.0001 suggests that the correlation between B and 

MEDV is statistically significant and it is not due to random 
changes. 

Power Of Prediction:
The value of 0.111 in this table, indicates that only 11.1% of the 

variance in target variable ( MEDV ) can be explained by the 
variance in B variable.



Scatter Plot With The Target Variable 

Statistical Analyses ( B Variable )

1st Zone

2nd Zone

3 Zones:
As we see on the chart, we can divide the city 

into 3 zones based on median value of houses in 

each area and B value of each area.
This gives us an interesting insight as we can 

interpreter as following :  

1st Zone:
This zone hast the most concentrated distribution of the records ( as we saw 
before on the histogram chart of B variable that the most of the records were 

clustered on the right side of the histogram chart. )
Meaning that there are many areas in our dataset which have high values of B 

variable. In other words, there are many areas which have high proportion of the 
African-American residential.

This fact may suggest that the distribution of African-American does not follow a 
normal distribution.

This fac can imply that there may be some areas that racism is still popular in 
them.

Note that we did not claim that it is the cause, we just say that it can be possible.
On the other hand, another interesting fact is that the MEDV variable in this zone 
can range from the lowest to the highest of itself, while this does not happen for 

the other two zones.

2nd Zone:
This zone includes areas which have lower proportion of African-American 

residentials, and have also lower values of MEDVs.
Areas in this zone, has a minimum in terms of MEDVs and has a maximum which 

are not absolute minimum and maximum of our dataset.
Meaning that areas in this range do not have the most expensive or the cheapest 

houses of Boston in them. Probably, this zone is mostly made of middle-class 
families.

On the other hand, the concentration of records which are included in this zone is 
lower than the other zones.

This can suggest that there are fewer areas in Boston that share the same 
characteristics as areas in this zone. 

3rd Zone

3rd Zone:
Areas which are included in this zone have relatively lower proportion of African-American 

residentials and also the have lower values of MEDV variable in comparison to the other two 
zones.

If we consider that there are some areas that racism in them is still popular, and this is the 
reason of B variable is not following a normal distribution, these areas are more probable to 

be in this zone.
Also, we can attribute these areas to working-class families due to house prices in this zone, 

which are lower than the other two zones.



Question : Is There Any Difference Between Average Of House Prices Based On B Variable?

Statistical Analyses ( B Variable )

“B” 2 Classes :
I am going to create a new feature based on B feature.

This feature is going to be 0 for areas which have B values 
lower than the average.

And is going to be 1 for areas which have B values greater 
than the average.

I chose these 2 classes because it seems to me interesting 

and logical to compare these two classes in terms of the 
average of their MEDVs.

Average :
The average of B variable is equal to 356.674



Variances Equality Test:
As we can see, P-value is less than alpha, so; we should reject the null hypothesis. Meaning that variance of 
house prices with class 1 ( those with B values greater than the average ) , is not equal to variance of house 

prices with class 0 ( those with B values less than the average ).

So; for comparing the average of house prices between these two classes, with should not assume the 
equality of variances.

Variances Equality Test ( Leven’s Method ) 

Statistical Analyses ( B Variable )

Why Leven’s Method :
As we saw before, MEDV variable is not normally distributed. So; 
for checking the equality of variances of MEDV variable based on 

different categories of “B” variable, we should use the 
appropriate method which is Leven’s test.

If MEDV was normally distributed, Fisher’s test must be 
conducted



Average Equality Test ( T- test ) 

Statistical Analyses ( B Variable )

Not Equal:
P-value is less than alpha, so; we should reject the null hypothesis. Meaning that the average of house 
prices for those areas which have B values less than the average ( class 0 ) is not equal to the average of 

house prices for those areas which have B values greater than the average ( class 1 ). 

Higher Average Of House Prices:
This tells us that areas of class 1, have higher house prices on average, comparing to areas of class 0

Meaning that on average, houses which are in areas with more African-American residentials are more 
expensive than the others.



Statistical Analyses ( LSTAT Variable )
Examining The Distribution

LSTAT Histogram Chart:

The histogram chart for the LSTAT variable, representing the percentage of the 
lower status population, reveals several critical characteristics. 

The distribution is uni-modal, indicating that there is a single, prominent peak 
where the majority of the values are concentrated. This suggests that there is a 

common level of lower status across many neighborhoods, with one 
predominant cluster of values. 

Additionally, the histogram shows a positively skewed distribution, where most 
of the values are concentrated towards the lower end, with fewer values 

stretching towards the higher end. This positive skewness signifies that while 
many neighborhoods have a relatively lower percentage of lower-status 

individuals, there are some areas with significantly higher percentages that 
extend the distribution to the right.

Analyzing the LSTAT variable provides valuable insights into the socio-economic 
conditions within the dataset. The uni-modal nature of the distribution suggests 

a commonality in lower status across neighborhoods, while the positive 
skewness highlights the presence of certain areas with notably higher lower-

status populations. This information can be crucial for urban planning, policy-
making, and socio-economic studies, as it helps to identify areas that may 

require more attention and resources. 

Understanding the distribution of the LSTAT variable aids in a better 
comprehension of the overall population dynamics and their implications on 

various aspects of community life.

Mode:
The mode of LSTAT feature must be something in this range.

Uni-Modal:
The histogram chart of this variable has only one peak.



Examining The Descriptive Statistics

• There are 506 observations in this variable’s column

• there are not any missing values for this variable 

• All of the records are filled with data 

• Minimum value of this variable 

• Maximum value of this variable 

• Minimum value of this variable can be seen only 1 time among all of the records

• Maximum value of this variable can be seen only 1 time among all records

• Maximum - Minimum

• 25% of data of this variable are below this value and 75% of our data are greater than this number 

• 50% of data of this variable are below this value and 50% of our data are greater than this number 

• 75% of data of this variable are below this value and 25% of our data are greater than this number 

• Sum of all values in this variable’s column 

• Average of our sample 

• The variance of the population for this variable

• The variance of the sample for this variable

• The standard deviation of the population for this variable

• The standard deviation of the sample for this variable

• A skewness of 0.91 suggests a moderate positive skew, with most data points clustered towards the lower end and some 

higher values extending the right tail. This helps understand the distribution pattern and identify the tendency towards 
higher values.

• A kurtosis value of 0.51 suggests that the distribution is not perfectly normal but has slightly fatter tails and a sharper 

peak.

• The mean of the population of this variable must be something between 12.04 and 13.2 with confidence level of 95%

• The variance of the population of this variable must be something between 44.8 and 57.4 with confidence level of 95%

Statistical Analyses ( LSTAT Variable )



Normality Test ( Anderson-Darling Method )

Statistical Analyses ( LSTAT Variable )

Normality Test Result :
p-value is less than alpha, so we should reject the 

null hypothesis. So; LSTAT variable does not follow 
a normal distribution.

P-P & Q-Q plot:
These plots show us that there is a difference 
between LSTAT variable’s distribution and a 

normal distribution as the normality test’s result 
unveiled this fact to us.



Outliers Detecting ( Variable Transformation )

Raw data:
This is the raw data of LSTAT variable without any 

transformations.

Z-Score Normalization:
In this column, I transformed the data of LSTAT variable 

with use of excel functions.
I create a function like this : 

Normalization:
In this column, I normalized the data of LSTAT variable 

with use of excel functions.
I create a function like this : 

XLSTAT Check (Z-Score Normalization):
In this column, I transformed the data of LSTAT variable 

with use of XLSTAT transformation option to doublecheck 
my transformation with excel functions.

XLSTAT Check (Normalization):
In this column, I normalized the data of LSTAT variable 

with use of XLSTAT transformation option to doublecheck 
my transformation with excel functions.

Statistical Analyses ( LSTAT Variable )



3rd Quartile

1st Quartile

Whisker Line = 30.81

Whisker Line = 1.73

Outlier

Statistical Analyses ( LSTAT Variable )
Outliers Detecting ( Box-Plot Method )

Whiskers & Box :

IQR ( = 3rd quartile – 1st quartile ) 

whisker lines :
 3rd quartile + 1.5 IQR = 30.81 

1st quartile – 1.5 IQR = 1.73

Outliers: 
Values of LSTAT which are above 30.81

Outliers :

In the analysis of the LSTAT variable, representing the percentage of lower status 
population, using the box-plot method, we identified seven outliers. 

These outliers are exclusively found at the higher values of the LSTAT 
distribution. This indicates that there are several neighborhoods with 

significantly higher percentages of lower status individuals compared to the rest 
of the dataset. 

The presence of these high-value outliers highlights areas that may require 
additional attention and resources to address socio-economic disparities. 

Understanding these outliers is crucial for identifying and supporting 
communities with higher needs, ensuring a more equitable approach in policy-

making and resource allocation.

Conclusion :
In conclusion, the analysis of the LSTAT variable provides valuable insights into the socio-economic 

distribution within the dataset. The identification of seven high-value outliers using the box-plot 
method highlights neighborhoods with significantly higher percentages of lower-status individuals. 

These outliers are critical for understanding areas that may require additional attention and resources 
to address socio-economic disparities. The uni-modal and positively skewed distribution further 
underscores the commonality and concentration of lower status across many neighborhoods. By 

examining these patterns, we can better inform policy-making, urban planning, and resource 
allocation, ensuring a more equitable and supportive approach to community development. This 

comprehensive analysis of the LSTAT variable enriches our understanding of the population dynamics 
and their implications for the overall well-being of the neighborhoods.



Box-Plot VS Z-Score  :
In addition to the box-plot method, the Z-score method was used to 

identify outliers in the LSTAT variable, representing the percentage of the 
lower status population. This method revealed six outliers, indicating 
neighborhoods with significantly higher percentages of lower-status 

individuals compared to the overall dataset. The consistency of outliers 
found with both methods underscores the reliability of these observations. 

These high-value outliers are crucial for pinpointing areas with greater 
socio-economic challenges, enabling targeted interventions and resource 

allocation to support these communities effectively.

6 Outliers:
6 outliers are detected based on Z-Score 

method.
While, the number of outliers which were 
detected based on box-plot method was 7. 

Outliers With Z-Score Method:
As we know, in Z-Score method for detecting outliers, values which are greater 
than ( average + 3 x standard deviation ) and less than ( average – 3 x standard 

deviation ) are known as outliers.
So; after standardizing the variable, I applied a conditional formatting on this 

variable to detect values which are greater than 3 or less than -3, to keep the track 

of the outliers of this feature based on Z-Score method and I got the result as you 
can see in the table. 

Statistical Analyses ( LSTAT Variable )
Outliers Detecting ( Z-Score Method )



Outliers Detecting ( Grubbs Method )

Concept:
As we saw before, LSTAT variable is not normally distributed, and as we 

know, for detecting outliers with Grubbs method, our variable must 
follow a normal distribution otherwise we cannot apply Grubbs test on it. 

So; I transformed this variable with box-cox method, and applied a 
normality test again to see if now, it follows a normal distribution, and the 

answer was negative to this question.
On the second step, I removed the outliers of this variable and again 

applied a normality test to see if it now follows a normal distribution and 
the answer to this question was also negative.

So, as the conclusion, we find it out that we cannot convert the LSTAT 
variable to a normally distributed variable. So as the result, we cannot 

apply Grubbs method for detecting the outliers of this variable. 

Statistical Analyses ( LSTAT Variable )

Transformed data of LSTAT 
Variable With Box-Cox Method

Normality Test After Box-Cox 
Transformation :

As we can see, the result of the normality test of 
transformed data ( with box-cox method ), LSTAT 
variable still does not follow a normal distribution.

Normality Test After Removing Outliers :
As we can see, even after removing the outliers of the LSTAT variable 
and conducting a normality test again, this variable is not following a 

normal distribution.



Correlation Test With The Target Variable ( Pearson Method )

Statistical Analyses ( LSTAT Variable )

Why Pearson Method:
I am going to check the correlation between LSTAT variable and 

target variable which is MEDV. 
Both are continuous variables, and because of this reason I should 

use appropriate corresponding method; which for checking the 
correlation between two continuous variables is Pearson method.

Strong And Inverse Correlation:
The correlation matrix and the value of -0.73 tells us that there is 

an inverse correlation between these 2 variables.

Meaning that if one of the increase, the other one will decrease.
On the other hand, the absolute value would be 0.73, which 

indicates that the correlation is strong.
LSTAT feature hast the strongest correlation with target variable 

among all of features of this dataset.

Statistical Significance Of The Correlation:
The value is <0.0001 suggests that the correlation between LSTAT 

and MEDV is statistically significant and it is not due to random 
changes. 

Power Of Prediction:
The value of 0.543 in this table, indicates that only 54.3% of the 

variance in target variable ( MEDV ) can be explained by the 
variance in LSTAT variable.



Scatter Plot With The Target Variable 

Statistical Analyses ( LSTAT Variable )

1st Zone

2nd Zone

3 Zones:
As we see on the chart, we can divide the city 

into 3 zones based on median value of houses in 

each area and LSTAT value of each area.
This gives us an interesting insight as we can 

interpreter as following :  

1st Zone:
Areas which are included in this zone, can be attributed to upper-class families.

Records of this zone, have the highest values of MEDV.
Houses prices in this zone are higher than the others, and as a result, LSTAT variable have the lowest values 

of itself in these areas.

3rd Zone

2nd Zone:
This zone can be attributed to middle-class families.

As we can see on the chart, the number of records and concentration of them in this zone is much more 
higher than the other two zones.

3rd Zone:
This zone can be attributed to working-class families.

As we can see on the chart, this zone includes areas that LSTAT 
value in them is higher than the other two zones.

Meaning that there are more families in this zone which 
experience bad economical  conditions.

House prices in areas of this zone is relatively lower than house 
prices in any other areas.

Also, the concentration of records in this zone is lower than the 
concentration of records in other zones.

This suggest that majority of people in Boston, have a normal 
financial conditions.

Strong And Inverse Correlation:
Trend line on the chart, shows a strong and inverse correlation between LSTAT and MEDV variables.

Meaning that, as one of the increases, the other one will decrease.
And the slope of the line shows that this inverse correlation is so strong.

This fact suggests ( as it would be obvious ), that areas of this town, that house price in the Is so high, have 
less residentials with financial problem.

And areas which the majority of its residentials of it, are facing financial difficulties, have low house prices.



Question : Is There Any Difference Between Average Of House Prices Based On LSTAT Variable?

Statistical Analyses ( LSTAT Variable )

LSTAT 2 Classes :
I am going to create a new feature based on LSTAT 

feature.
This feature is going to be 0 for areas which have LSTAT 

values lower than the average.
And is going to be 1 for areas which have LSTAT values 

greater than the average.
I chose these 2 classes because it seems to me interesting 

and logical to compare these two classes in terms of the 
average of their MEDVs.

Average :
The average of LSTAT variable is equal to 12.670



Variances Equality Test:
As we can see, P-value is less than alpha, so; we should reject the null hypothesis. Meaning that variance of 
house prices with class 1 ( those with LSTAT values greater than the average ) , is not equal to variance of 

house prices with class 0 ( those with LSTAT values less than the average ).

So; for comparing the average of house prices between these two classes, with should not assume the 
equality of variances.

Variances Equality Test ( Leven’s Method ) 

Statistical Analyses ( LSTAT Variable )

Why Leven’s Method :
As we saw before, MEDV variable is not normally distributed. So; 
for checking the equality of variances of MEDV variable based on 

different categories of LSTAT variable, we should use the 
appropriate method which is Leven’s test.

If MEDV was normally distributed, Fisher’s test must be 
conducted



Average Equality Test ( T- test ) 

Statistical Analyses ( LSTAT Variable )

Not Equal:
P-value is less than alpha, so; we should reject the null hypothesis. Meaning that the average of house 

prices for those areas which have LSTAT values less than the average ( class 0 ) is not equal to the average of 
house prices for those areas which have LSTAT values greater than the average ( class 1 ). 

Higher Average Of House Prices:
This tells us that areas of class 0, have higher house prices on average, comparing to areas of class 1

Meaning that on average, houses which are in areas with less residentials which have financial difficulties, 
are more expensive than the others 



The Best Fitting Distribution

Statistical Analyses ( PTRATIO Variable )

Gamma (2) Distribution :
With use of XLSTAT, I found out that the best fitting 

distribution for LSTAT variable, is gamma (2) 

distribution with given parameter as below ( K & β )
Then again, with use of XLSTAT I plot the 
distribution with these parameters and its 

corresponding value and I got the chart which you 
can see on the right.



ANCOVA Technique ( 1st Page, Summary Statistics )

Linear Regression Modeling Of Target Variable

Summary Statistics Tables:

Conducting ANCOVA technique with the 
use of XLSTAT, we got 2 tables as summary 

statistics of our variables.
Our dataset includes both qualitative and 

quantitative variable, so; we got the 
summary of the in 2 different tables because 

of their different natures.

Variables’ 
Names:

This column contains 
the name of 

quantitative variables 
in our dataset.

Number Of 
Records:

This column contains 
the number of records 

of each variable.

Number Of 
Missing Values:

This column contains 
the number of missing 

values of each 
variable.

Number Of 
Complete Values:
This column contains 
the number of records 
which are completed.
(they are not missing 

values)

Minimum Value:
This column contains 
the minimum value of 

each variable.

Maximum 
Value:

This column 
contains the 

maximum value of 
each variable.

Average 
Value:

This column 
contains the 

average value of 
each variable.

Standard 
Deviation Value:

This column 
contains the 

standard deviation 
value of each 

variable.

Variables’ names:
This column contains 

the name of 
qualitative variables in 

our dataset.

Categories’ 
Names:

This column contains 
the name of different 

categories of each 
qualitative variable.

Number Of 
Records:

These two columns 
contain the number of 

records of each 
category of each 

variable. Proportion Of 
Each Category:

This column contains 
the proportion of each 

category of each 
variable by 
percentage.



ANCOVA Technique ( 2nd Page, Correlation Matrix)

Linear Regression Modeling Of Target Variable

Correlation Between Independent Variables:

Values in the right triangle, show the correlation between the independent 
variables of our dataset.

We can use the to detect pair of independent variable which have strong 
correlation with each other and remove one of them from our model.

Why should we do that is because of the multicollinearity phenomena.
Having two independent variables which are correlated in our model does not 
make sense because one of them would be effective and the other one is just 

increasing the complexity of our model.

Correlations Between Independent Variables And The 
Dependent Variable:

Values in the blue rectangle, show the correlations between independent 
variables of our dataset and our target variable which is MEDV.

The absolute value of these number range from 0 to 1 and as it gets closer to 

one, it shows more strong correlation which can be helpful for us to create our 
model base on.

As a result, we can use the values in this box to choose the most beneficial 
independent variables for creating our model. 



ANCOVA Technique ( 3rd Page, The Best Model )

Linear Regression Modeling Of Target Variable

The Best Suggested Selection By XLSTAT:
This selection of independent variables which is made of 11 features is the best selection which is 

suggested by XLSTAT for modeling our dependent variable ( MEDV ).
As we see on the chart, by bringing these 11 independent variables in our linear model, we can 

predict the target variable by 74% of accuracy.

But the number of variables is too much and this will increase the complexity of our model so; we are 
always looking for ways of reducing the number of independent variables which are going to be 

included in our model.
With paying attention to this point, I will look for other selections which have less selected features.

My Suggested Selection Of 
Variables:

I suggest this selection of independent 
variable. 

This selection is made of 5 independent 
variables ( 6 variables less than the 

recommended selection by XLSTAT ), 
while its power of prediction is only 4% 

less than the XLSTAT recommended 
selection.

On the other hand, we can predict the 
target variables by this selection of 

independent variables by 70% accuracy 

which is an acceptable power of 
prediction.

I am going to model my target variable 
with this selection of independent 

variables.

Simple Linear Regression:
If we wanted to use only one variable in our linear regression model to predict the target variable, we could use LSTAT 

feature which shows the proportion of low-status people in each area of our sample.
We could predict the target variable by the use of LSTAT variable with 54% of accuracy, but this number is less than 70% and 

that’s why we are not interested in.

More Variables, Less Accuracy :
It is so interesting that what have happened here.

If we look at the row number 11, which has 11 independent variables selected 
for predicting the target variable, the accuracy of its prediction is 74%, while if 

we look at the number 13, which has all the available variables selected, the 
accuracy of its prediction is less than the row number 11.

Also, the difference is not huge and it may be occurred due to calculation 
reasons, it reminds us that more variables selected, does not necessarily mean 

a better combination you have for prediction purposes.



ANCOVA Technique ( 3rd Page, Metrics Of Regression )

Linear Regression Modeling Of Target Variable

Degree Of Freedom :
In a linear regression model, the degrees of freedom are typically calculated as the number of observations minus the number 

of parameters being estimated (including the intercept).

R-Squared :
R-squared, also known as the coefficient of determination, is a statistical measure in a regression model that represents the 
proportion of the variance in the dependent variable that is predictable from the independent variables. In other words, it 

indicates how well the regression model fits the observed data.
Because we used 5 variables in our model, we do not consider this metric as a yardstick, we use adjusted R-squared.

An R-squared value of 0.707 means that approximately 70.7% of the variance in the dependent variable can be explained by 

the independent variables in your regression model. This indicates that your model has a good level of explanatory power.

Adjusted R-Squared :
Adjusted R-squared is a modified version of R-squared that takes into account the number of predictors in your regression 

model. While R-squared always increases with the addition of more predictors, Adjusted R-squared only increases if the new 
predictor improves the model more than would be expected by chance.

An Adjusted R-squared value of 0.704 means that approximately 70.4% of the variance in the dependent variable can be 

explained by the independent variables in your regression model, after adjusting for the number of predictors.

MSE :
MSE stands for Mean Squared Error. It's a common metric used to evaluate the performance of regression models. The MSE 

measures the average squared difference between the observed actual outcomes and the predicted values by the model.
When the Mean Squared Error (MSE) is equal to 25, it means that, on average, the squared differences between the predicted 

values and the actual observed values are 25 units squared.

RMSE :
RMSE stands for Root Mean Squared Error. It's a standard way to measure the error of a model in predicting quantitative 

data. RMSE is the square root of the mean squared error (MSE), and it gives you an idea of how well your model's predictions 
compare to the actual data.

When the Root Mean Squared Error (RMSE) is equal to 5, it indicates that, on average, the differences between the predicted 
values by your regression model and the actual observed values are about 5 units.

MAPE :
MAPE stands for Mean Absolute Percentage Error. It's a metric used to measure the accuracy of a forecasting or regression 

model. MAPE expresses the error as a percentage, making it easier to understand and interpret.
A MAPE (Mean Absolute Percentage Error) value of 17.9 indicates that, on average, the prediction error of your model is 

17.9%. In simpler terms, the predictions made by your model are off by approximately 17.9% from the actual values.



ANCOVA Technique ( 4th Page, Analysis Of Variance )

Linear Regression Modeling Of Target Variable

Between-Groups:
This row shows between-groups characteristics.

Withing-Groups:
This row shows withing-groups characteristics.

Total:
This row shows the totals.

Degree Of Freedom:
Degrees of Freedom are the number of 

independent values or quantities that can vary 
in the analysis without breaking any 

constraints.

Between-Groups Degrees Of 
Freedom:

This is the number of groups minus 1.

Within-Groups Degrees of Freedom:
This is the total degrees of freedom minus the 

between-groups degrees of freedom.

Total Degrees of Freedom:
This is the total number of observations minus 1.

Sum Of Squares:
Sum of Squares (SS) measures the total 

variability in the data and helps break down this 
variability into different components

Between-Groups Sum Of Squares 
(SSB):

Represents the variation due to differences 
between group means.

Calculated as the sum of the squared 
differences between each group mean and the 

overall mean, weighted by the number of 
observations in each group.

Within-Groups Sum Of 
Squares (SSW):

Represents the variation 
within each group that is not 

explained by the model.
Calculated as the sum of the 
squared differences between 

each observation and its 
group mean.

Total Sum Of Squares:
Represents the overall 

variability in the dependent 
variable.

Calculated as the sum of the 
squared differences between 

each observation and the 
overall mean.

Mean Squares :
Mean Squares (MS) are used in 

statistical analyses such as ANOVA 
(Analysis of Variance) to measure 
the average variability within data. 
They are calculated by dividing the 

Sum of Squares (SS) by their 
respective Degrees of Freedom 

(DF).

F :
F refers to the F-statistic. The F-statistic is 

used to determine whether there are 
significant differences between the means of 
the groups being compared. It’s calculated by 
dividing the Mean Square Between (MSB) by 

the Mean Square Within (MSW):

Within-Groups Sum Of 
Squares (SSW):

A smaller p-value (typically 
less than 0.05) suggests that 

the observed differences 
between group means are 

statistically significant, and 
you can reject the null 

hypothesis (which states that 
there are no differences 

between group means).A 
larger p-value (greater than 

0.05) indicates that the 

observed differences are not 
statistically significant, and 

you fail to reject the null 
hypothesis.



ANCOVA Technique ( 5th Page, Model Parameters )

Linear Regression Modeling Of Target Variable

Reliable Coefficients :
All of the values, are less than alpha, meaning 

that all of the coefficients which are used in the 
model created by the use of linear regression, 

are reliable. 

Parameters Of The Model :
This column shows all of the parameters which are 
used in the model to anticipate the MEDV based on 

selected independent variables.

Coefficients Of The Model :
This column shows the corresponding 

coefficients for each parameters of the model.

Lower & Upper Bonds :
Represent the confidence interval for each 

coefficient estimate.
A confidence interval provides a range within 

which we expect the true value of the 
coefficient to fall, with a certain level of 

confidence ( 95% )

T-Statistics :
The t-statistic is a measure used in hypothesis testing to determine whether a coefficient 

is significantly different from zero.
It is calculated as the coefficient estimate divided by its standard error.

High Absolute Value: A high absolute value of the t-statistic (either positive or negative) 
suggests that the corresponding predictor is significantly different from zero, implying a 

significant effect on the dependent variable.
Low Absolute Value: A low absolute value suggests that the predictor is not significantly 

different from zero, implying it might not have a significant effect.

Standard Error :
The Standard Error (often abbreviated as SE) tells us how much the estimated value 

of a coefficient might vary if you repeated your analysis with different samples of 
data.

It shows the precision of the coefficient estimate. 
Smaller standard errors indicate more precise estimates.



ANCOVA Technique ( 6th Page, Normality Test On Residuals & Final Model )

Linear Regression Modeling Of Target Variable

Normality Test On Residuals:
Normality test on the residuals of our model is 

conducted, P-value is less than alpha which 
shows that the residuals of our model do not 

follow a normal distribution.
It lessen the reliability of the model, but does 

not have a significant effect.

Created Model:

This equation is the finial equation for 
predicting the target variable based on the 

independent variables which are available in 
our dataset.

As we see before, we can predict the target 
variable by this equation with accuracy of 70%
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