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Foreword

We live in a changing world. Not only this, the pace of change is itself chang-
ing. We have entered an era of incredible universal transition that will influence 
various aspects of our lives. Today, the energy and technological worlds are 
witnessing drastic changes that are influenced by intertwined causes of growth: 
energy demand, rapid transition of energy systems, political factors, technologi-
cal evolution, and societal and cultural implications.

These changes simultaneously depend on and influence the way we live, 
the way we work, and the way we move. There is nothing more crucial than 
bringing together leadership power, domain expertise, knowledge, and the many 
lessons of past civilizations and industrial revolutions.

In the energy sector, the petroleum industry is still the most important source 
of energy and the provider of primary material to many industries. This industry 
is also influenced by the transformative technologies that offer tremendous po-
tential to redraw not only the physical infrastructure but also the intellectual cli-
mate, business models, and asset management systems. This petroleum industry 
is very different from other industries. It is among the few industries that are 
perceived as generators of big data through the various phases from exploration 
to abandonment. It is an industry that has been treasuring all sorts of data for 
decades as it relies heavily on these data in managing its assets and running its 
operations. Companies in the petroleum industry are risk averse and have strict 
safety standards due to the nature of their business. None of these companies 
can afford to operate without appropriate decision-making processes that rely 
greatly on adequate technologies, experience, and data analytics. The recent 
advancements in the digital world including the increase in computer power 
and information processing, the speed of communication, and the reduction in 
cost of data storage; most of the companies in the petroleum industry expedited 
and extended their digital business with great ambitions to extract or generate 
new value and identify potential opportunities from both their old and new data 
augmented with either existing or new business models.

Many of these opportunities can be identified if the underlying mechanism 
is exposed in numerical format and encapsulated in the language of mathemati-
cal formulas, the language of data science. It is the purpose of data science to 
obtain, clean, and curate the data necessary and the purpose of machine learn-
ing to produce the formulas (i.e., new knowledge). With this new knowledge, 
managers of assets are expected to do better.
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The authors of this book have stepped back from debating what might be 
achievable and instead they started with the more fundamental exploration of 
the potential of machine learning and demonstrated how it can help the petro-
leum industry. They have clearly indicated that machine learning in itself is not 
an objective but a means. No one is expected to implement a technology for the 
sake of it or because of hype around it, but for the benefits it may bring.

Today, machine learning is among the most widely used data analytics tech-
niques in various industries including health care, education, manufacturing, 
automotive, retail, finance, logistics, transportation, and energy including oil 
and gas. No one denies the value that this technology brings if applied appro-
priately and at large scale. I can see that there will eventually be no industry 
that will be left untouched by machine learning, as it possesses the potential to 
empower humans to do what may be perceived today as impossible. In the oil 
and gas industry, machine learning has already been implemented or tested in a 
wide range of business sectors and the industry is very ambitious about extend-
ing its applications and very optimistic about its positive impact.

Although many of the challenges in the petroleum industry are global, many 
solutions, assessment studies, and remedial actions are almost local. Only few 
companies are effective at transferring and exchanging experience and learning 
from their successes and failures. This book is a clear testimony of the desire of 
its authors to demonstrate the meaning and importance of sharing local knowl-
edge globally.

This book presents an overview of the field of machine learning and points 
toward the many used cases in the oil and gas industry where these have al-
ready solved problems. The hype surrounding machine learning will hopefully 
be cleared up as this book focuses on what can realistically be done with ex-
isting tools. It aims to present much of the fundamental understanding of the 
petroleum industry and machine learning in a way that is comfortable for all 
to follow. It summarizes the fundamental concepts of various applications of 
machine learning in the oil and gas industry and does not pretend to present a 
comprehensive review of the details though references to books providing such 
reviews are included where appropriate. While this book will not make you into 
a machine learner, it will provide enough knowledge to conduct yourself ef-
fectively with data scientists and also to be able to reflect on the overall quality 
and results of a project.

The book addresses four main groups of readers: Oil and gas professionals, 
machine learners and data scientists, students and researchers, and the general 
public.

The primary audience is any person working in the oil and gas industry who 
wants to understand what machine learning is and how it applies to the industry.

Machine learners and data scientists will learn about the oil and gas industry 
and its complexities as well as the use cases that their methods can be put to 
in this industry. They will learn what an oil and gas professional expects to see 
from the technology and the final outcome. The book puts into perspective some 
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of the issues that take center stage for data scientists, such as training time and 
model accuracy, and relativizes these to the needs of the end user.

This book also targets graduate students and researchers at the cutting edge 
of investigations into the fundamentals and applications of machine learning in 
the oil and gas industry.

For the general public, this book presents an overview of the state-of-the-art 
in applying a hyped field like machine learning to an old-world industry.

The book can be divided into two parts. The chapters of the first part discuss 
the petroleum industry and machine learning with associated management chal-
lenges. The second half focuses on practical case studies that have been carried 
out by oil companies and report on what has been done already as well as what 
the field is capable of. In this context, the reader will be able to judge how much 
of the marketing surrounding machine learning is hype and how much is reality.

This book will have served its purpose if an oil and gas company uses the 
advice given here in facilitating a machine learning project or toolset to drive 
value. It is meant partially as an instruction manual and partially as an inspira-
tion for oil company managers who want to use machine learning and artificial 
intelligence to improve the industry and its efficiency.

As such, this book is deliberately designed to be a passionate discussion 
starter for what I consider to be one of the digital world’s most important de-
bates. I believe the authors were successful in their mission to open up and 
stimulate further discussions. In a rapid transition of energy systems, such de-
bates are essential and can only be achieved by fundamental research, free from 
economic and political constraints, and by people free to rethink our current 
challenging business environment.

I truly believe that a main reasons for societies and industries to continue, 
grow, and flourish is the existence of distinguished members who generously 
share their valuable experience, knowledge, and inspiration.

I am deeply grateful to the leading author, Patrick Bangert, and the other 
authors for writing this book. Moreover, I hope that this book inspires you to 
think deeply about the opportunities machine learning can create, and I do invite 
you to contribute to this journey by sharing your story.

Saeed M. Al Mubarak
Chairman, SPE Digital Energy Technical Section (2017–23)

Chairman of the Standards Committee and Chairman of  
the P&FDD Academy Technical Program, Saudi Aramco



1
Machine Learning and Data Science in the Oil and Gas Industry. 
http://dx.doi.org/10.1016/B978-0-12-820714-7.00001-7
Copyright © 2021 Elsevier Inc. All rights reserved.

Chapter 1

Introduction

Patrick Bangert
Artificial Intelligence Team, Samsung SDSA, San Jose, CA, United States; algorithmica 
technologies GmbH, Küchlerstrasse 7, Bad Nauheim, Germany

1.1  Who this book is for

This book will provide an overview of the field of machine learning (ML) as 
applied to industrial datasets in the oil and gas industry. It will provide enough 
scientific knowledge for a manager of a related project to understand what to 
look for and how to interpret the results. While this book will not make you 
into a machine learner, it will provide everything needed to talk successfully 
with machine learners. It will also provide many useful lessons learned in the 
management of such projects. As we will learn, over 90% of the total effort put 
into these projects is not mathematical in nature and all these aspects will be 
covered.

An ML project consists of four major elements:

1.	 Management: Defining the task, gathering the team, obtaining the budget, 
assessing the business value, and coordinating the other steps in the proce-
dure.

2.	 Modeling: Collecting data, describing the problem, doing the scientific 
training of a model, and assessing that the model is accurate and precise.

3.	 Deployment: Integrating the model with the other infrastructure so that it 
can be run continuously in real-time.

4.	 Change management: Persuading the end-users to take heed of the new 
system and change their behavior accordingly.

Most books on industrial data science discuss mostly the first item. Many 
books on ML deal only with the second item. It is however the whole process 
that is required to create a success story. Indeed, the fourth step of change man-
agement is frequently the critical element. This book aims to discuss all four 
parts.

The book addresses three main groups of readers: Oil and gas professionals, 
machine learners and data scientists, and the general public.
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Oil and gas professionals such as C-level directors, plant managers, and 
process engineers will learn what ML is capable of and what benefits may be 
expected. You will learn what is needed to reap the rewards. This book will 
prepare you for a discussion with data scientists so that you know what to look 
for and how to judge the results.

Machine learners and data scientists will learn about the oil and gas indus-
try and its complexities as well as the use cases that their methods can be put to 
in this industry. You will learn what an oil and gas professional expects to see 
from the technology and the final outcome. The book will put into perspective 
some of the issues that take center stage for data scientists, such as training time 
and model accuracy, and relativize these to the needs of the end user.

For the general public, this book presents an overview of the state-of-the-art 
in applying a hyped field like ML to an old-world industry. You will learn how 
both fields work and how they can work together while the industry is transi-
tioning to a new way of supplying energy to the world.

One of the most fundamental points, to which we shall return often, is that a 
practical ML project requires far more than just ML. It starts with a good quality 
data set and some domain knowledge, and proceeds to sufficient funding, sup-
port and most critically change management. All these aspects will be treated so 
that you obtain a holistic 360-degree view of what a real industrial ML project 
looks like.

The book can be divided into two parts. The first 8 chapters discuss general 
issues of ML and relevant management challenges. The second half focuses on 
practical case studies that have been carried out in real industrial plants and re-
port on what has been done already as well as what the field is capable of. In this 
context, the reader will be able to judge how much of the marketing surrounding 
ML is hype and how much is reality.

1.2  Preview of the content

The book begins in Chapter 2 with a presentation of data science that focuses 
on analyzing, cleaning, and preparing a dataset for ML. Practically speaking, 
this represents about 80% of the effort in any ML project if we do not count the 
change management in deploying a finished model.

We then proceed to an overview of the field of ML in Chapter 3. The fo-
cus will be on the central ideas of what a model is, how to make one, and how 
to judge if it is any good. Several types of model will be presented briefly so 
that one may understand some of the options and the potential uses of these 
models.

A review of the status of ML in oil and gas follows in Chapter 4. While we 
make no attempt at being complete, the chapter will cover a large array of use 
cases that have been investigated and provides some references for further read-
ing. The reader will get a good idea of what is possible and what is hype.
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In Chapter 5, Jim Crompton addresses how the data is obtained, transmitted, 
stored, and made available for analysis. These systems are complex and diverse 
and form the backbone of any analysis. Without proper data collection, ML is 
impossible, and this chapter discusses the status in the industry of how data is 
obtained and what data may be expected.

Management is concerned with the business case that Robert Maglalang an-
alyzes in Chapter 6. Before doing a project, it is necessary to defend its cost and 
expected benefit. After a project, its benefit must be measured and monitored. 
ML can deliver significant benefits if done correctly and this chapter analyzes 
how one might do that.

ML projects must be managed by considering various factors such as 
domain expertise and user expectations. In a new field like ML, this of-
ten leads to shifting expectations during the project. In Chapter 7, Peter 
Dabrowski introduces the agile way of managing such projects that has 
had tremendous successes in delivering projects on time, in budget and to 
specifications.

Many projects get stuck in a proof-of-concept phase and do not get rolled 
out. This state of purgatory is presented by Geoffrey Cann in Chapter 8. It can 
be resolved by clearly communicating needs and expectations on both sides. 
If the expectation on the operator side is "to learn something," then this is also 
legitimate and can be factored into the project so that a roll-out is not expected 
on the software side.

The next several chapters discuss concrete use cases where ML has made an 
impact in oil and gas.

In Chapter 9, Wu Qing presents many applications that ML has been put to 
in China National Offshore Oil Corporation (CNOOC) and focuses primarily 
on exploration and refining.

Environmental pollution such as the release of NOx or SOx gasses into the 
atmosphere while operating a gas turbine is harmful. With ML, physical pollu-
tion sensors can be substituted by models. These are not only more reliable, but 
they allow model predictive control and thus are able to lower pollution. Shahid 
Hafeez presents this in Chapter 10.

The simple algorithm of principal component analysis finds a great use 
in Chapter 11 where Long Peng predicts the failure of electric submersible 
pumps. This addresses the most famous use case in industrial ML: predictive 
maintenance.

A forecasting and classification methodology for rod pumps is presented 
in Chapter 12 where problems can be diagnosed in advance of a failure and a 
maintenance measure planned and scheduled in a timely manner.

The forecasting of slugging events in gas-lift wells is presented by Peter 
Kronberger in Chapter 13. These events are upsetting and can be mitigated if 
choke valves are closed at the right time. This intricate advanced process control 
application is powered by a time-series forecasting model.
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1.3  Oil and gas industry overview

Millions of years ago, when sea creatures and plants died and collected at the 
bottom of the ocean or swamps, they sometimes found themselves in oxygen 
starved environments and covered by sediment. Over time, the deposits above 
grew, the pressure rose and with it the temperature. Under these conditions, the 
organic material was slowly converted into a collection of hydrocarbon mol-
ecules. This is, of course, a very simple presentation of a complex process and 
there are other mechanisms for the creation of oil.

As the continents moved and the Earth's surface changed, the structure 
of these sedimentary layers was changed. This forced some of these deposits 
to flow elsewhere. Some locations were special in that they attracted these 
deposits from far and wide and in that they were covered from above by an 
impenetrable layer of rock. These places are the storehouses of hydrocarbons 
and they are called reservoirs. Finding reservoirs is a difficult task as they are 
often far underground beneath terrain that is hard to get to. This task is called 
exploration.

A reservoir is not (usually) an underground lake of oil but rather it is a 
porous rock the pores of which contain the oil. Depending on the structure and 
its history, the internal pressure of the reservoir may be high enough, that if 
it is punctured by drilling a well, the oil will flow out of it naturally. In other 
cases, the internal pressure is not enough to transport the oil to the Earth's 
surface and the process must be assisted by a pump. This is a process known 
as artificial lift.

A well may be hundreds of meters deep and only half a meter in diameter. 
Such a fragile structure would collapse if it were left to its own devices and so 
it must be lined, often while being drilled. When the well has been drilled, and 
oil has been found at its bottom, it must be closed off at the top and attached 
to a system of pipelines that will transport the oil from the well to locations of 
further processing. This process is known as completions.

Managing the well from the start of operations, through its lifetime that 
may extend over several decades, is called production. During production, the 
equipment at the well must be monitored and maintained with changes made 
occasionally depending on the changing conditions in the reservoir as its pres-
sure decreases over time. The main source of work effort and financial expense 
occurs during production and is due to the maintenance that must be performed 
on equipment that ages and breaks over the years.

Once the fluid from the reservoir is at the surface, we discover that it is a 
combination of gaseous hydrocarbons (natural gas), liquid hydrocarbons (crude 
oil), water, and particulate matter most of which is sand. The composition of 
the fluid, called multiphase flow, into these four groups, and into the many dif-
ferent forms of hydrocarbons, is particular to the individual reservoir and well. 
This fluid must be separated into these four components and that is often done 
on site.
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All these stages from exploration over drilling, completions, and production 
are together called upstream oil and gas. Often the term oil and gas industry im-
plicitly refers to the upstream side. This is not the end of the journey, however. 
For an excellent treatment of the upstream industry, see Hyne (2012).

The useful components are transported from the wellhead to processing 
centers by pipelines. These are pipes that may extend over hundreds of miles 
of rugged terrain and can transport both oil and gas without mixing them. The 
pipelines may end at shipping terminals where the substances are loaded onto 
tankers or they may end at the refinery. The process of transporting crude oil 
and natural gas from the wellhead to the refinery is the midstream oil and gas 
industry.

As crude oil is a haphazard mix of many different hydrocarbons, it can-
not be used for practical purposes as it is. It must be processed and, the vari-
ous hydrocarbons must be separated into categories of similarity. Particularly 
long hydrocarbon chains are not practically useful, and they must be split into 
shorter chains. Processing crude oil into categories of hydrocarbons chains 
by their length is known as refining and occurs in a large processing facil-
ity called a refinery. These refineries may be located close to the reservoirs 
or close to the major end users of the products, depending on the cost of 
transportation.

Some products of a refinery are useful end products in themselves. Particu-
larly, they are gas, gasoline, and heating oil. Gas is generally used either as a 
fuel for producing heat or electricity. Gasoline comes in various special forms 
like kerosene as a fuel for airplanes, normal gasoline as a fuel for cars, and die-
sel as a fuel for some cars and trucks as well as ships. Heating oil is a major fuel 
for producing district heat in many cold countries.

Other products of a refinery are further processed to make a wide range of 
products. These products are generally either especially pure hydrocarbons that 
are used industrially in other processes to make yet other products. Or they are 
modified and enriched to produce useful end products. Due to the variety of 
products, the facilities that do this are quite varied and each one specializes in a 
substance. All such plants together are known as the petrochemical industry or 
downstream oil and gas. What follows from there before the substance arrives 
in a consumer's home is the chemical industry that produces an even broader 
range of products.

It is often underestimated how important crude oil is as a basic source ma-
terial for our modern civilization. By volume, the main use is of course as a 
fuel for the propulsion of cars, planes, ships and so on and as a source of heat 
that may be further transformed into electricity. Via the petrochemical indus-
try however, crude oil finds its way into a vast array of goods that we use every 
day. It would be difficult to produce most of these goods without starting with 
crude oil. Here is a list of some selected few products that rely on crude oil:

•	 Most plastics and all products made from plastics like bottles and toys
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•	 Synthetic fibers used in clothing and other fabric-based products like tents, 
umbrellas, curtains, carpets

•	 Wheels, toys, glasses, helmets, paint

•	 Shampoo and many cosmetics like lipstick, toothpaste, and shaving cream

•	 Dentures, heart valves, and artificial limbs

•	 Linoleum and other synthetic surfaces

•	 Fertilizers and pesticides

This list reveals that we deal with oil-based products multiple times a day in 
our normal lives. Many of the material comforts in our lives are based on oil as 
an essential raw material.

1.4  Brief history of oil exploration

There are few places on Earth where hydrocarbons are available freely at the 
surface. One place is the Dead Sea where one can obtain bitumen, a very thick 
form of oil, by hand. This was the primary source of bitumen for the Egyptian 
civilization in antiquity where it was used as sealant, adhesive, incense, pig-
ment, and waterproofing, among others. Already in antiquity, the bitumen was 
heated and combined with other substances to produce some product, an early 
form of refining. Thus, the use of oil stretches back to the beginnings of human 
civilization and perhaps even further.

Oil was a valuable substance in ancient times, virtually unobtainable in most 
places. Naturally, people strove to find more. As we know today, a successful 
search depends on knowledge of geoscience that gives insight into the evolution 
of the Earth's crust. It is not surprising that proper exploration could not occur 
until modern times.

Modern systematic exploitation of oil can be traced to August 27, 1859 
when Colonel Drake successfully drilled a well striking oil in Titusville, Penn-
sylvania, United States. Prior to this point, the production of oil was haphazard 
and based more on circumstantial finds rather than a systematic premeditated 
search. The industry quickly developed in the United States and other coun-
tries. In about 1900, the Russian empire was the primary producer while the 
United States quickly caught up in the early 1900s with some notable advances 
in Mexico in the 1920s. The countries of central and South America as well as 
the Caribbean started to play a role in the 1930s.

Significant discoveries were made in the Middle East just prior to the Sec-
ond World War. It was at this point that the British Admiralty considered oil as 
a principal strategic element to win the war as oil-based fuel allowed the Navy 
to stay at sea longer and move faster. The countries of the Middle East, first 
and foremost Iran, were largely under British influence at this time creating 
the problematic tension that continues to the present day: Countries that do not 
have (enough) oil for their strategic needs, meddle in the affairs of other coun-
tries that have more oil than they can use. A few hidden agendas and betrayals 
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later, oil is still on center stage where world politics and warfare are concerned, 
particularly in the Middle East that continues to play the primary role as an oil-
producing region (Frankopan, 2015).

More recently, the innovations of drilling horizontally and hydraulic fractur-
ing (artificially breaking the porous rock that contains oil to increase the flow) 
allowed oil companies to access reservoirs hitherto inaccessible. These mea-
sures transformed the United States from a net importer to a net exporter of oil 
in 2018 with important economic and geopolitical consequences.

In modern times, the primary use of oil was and remains as a propellant for 
vehicles. Scientific advances, particularly in chemistry, have led to more and 
more sophisticated products that ultimately are based on oil as a principal raw 
material. The petrochemical industry started in the 1930s and made major ad-
vances during and after the Second World War. Currently, about 5% of global 
oil production ends up in petrochemical processes and about 40% of all chemi-
cals are made directly from oil.

1.5  Oil and gas as limited resources

Oil and gas are finite resources that eventually will be used up. There are places 
on Earth where we can observe the creation of future oil deposits such as large 
swamplands. However, these processes work on geological timescales. It is also 
clear that many deposits cannot be accessed in a cost-effective manner with 
present technology. Exploration continues and new finds of oil fields are report-
ed every year. There comes a point, called peak oil, when oil production reaches 
a maximum and thereafter declines. Despite numerous attempts to declare a 
time for peak oil, this point has not arrived yet.

The Club of Rome published a famous study in 1972 entitled "The Limits 
to Growth" that analyzed the dependency of the world upon finite resources 
(Meadows, Meadows, Randers, & Behrens, 1972). While the chronological 
predictions made in this report have turned out to be overly pessimistic, their 
fundamental conclusions remain valid, albeit at a future time. A much-neglect-
ed condition was made clear in the report: The predictions made were made 
considering the technology available at that time, that is, the prediction could 
be extended by technological innovation. This is, of course, exactly what hap-
pened. Humanity innovated itself a postponement of the deadline. The problem 
remains, however. Growth cannot occur indefinitely and especially not based on 
resources that are finite. The ultimate finite resource is land, but this is quickly 
followed by oil, considering its place in our world. There is a 30-year update to 
the study that makes for interesting reading (Meadows, Randers, & Meadows, 
2004).

The global climate is changing at a fast rate. This fact is largely related to 
the burning of fossil fuels by humanity since the start of the industrial revolu-
tion. Considering the present-day problem of climate change, the finite nature 
of oil and gas may be a theoretical problem-it is likely that the consequences 
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of climate change will become significant for the ordinary individual far earlier 
than the consequences of reduced oil availability.

Both problems, however, have the same solution: We must find a way to 
live without consuming as many resources. In part because they are finite and in 
part because their use is harmful. This new way is likely to involve two major 
elements: Technological innovation and life-style change.

Technological innovations will be necessary to overcome some fundamen-
tal challenges such as how wasteful the process is from the reservoir to the 
point where a barrel of crude is made into a useful product. As this is a scien-
tific challenge, we must figure out how complex processes work and how we 
can influence them. This is the heart of data science with ML as its primary 
toolbox.

Life-style change will be needed from every individual on the planet in that 
we must use our resources with more care - essentially, we must use far fewer 
resources. This will involve effort on an individual level, but it will also involve 
a transformation of societies. Public transportation must supplant individual 
transportation. Consumerism must be overcome, and products must be of better 
quality to last longer. Society must rely more on society, rather than material 
objects. To transform society in a manner that most people are happy with the 
transition requires careful analysis. In large numbers, humans are predictable 
and amenable to numeric description and study. It is again the field of data sci-
ence that is pivotal in enabling the transformation through insight and design of 
the best systems for the future.

1.6  Challenges of oil and gas

These issues provide a range of challenges to the oil and gas industry world-
wide. We must continue to find and produce oil during the transition to a new 
social norm. The process must become more efficient and less wasteful. There 
are many dangers along the way that must be mitigated. This starts from injury 
to individual workers and goes to global threats as illustrated by the Deepwater 
Horizon disaster in 2010. The digital transformation is a journey that will help 
to solve these challenges. It promises to do this by increasing our understanding 
and control of the process. At the beginning are sensors and communication 
software. At the end are physical technologies like drones, 3D printing, autono-
mous vehicles, or augmented reality.

The heart of it all is ML. ML is the piece of the puzzle that converts a dataset 
into a formula, also called a model. Once we have a model and we are confident 
that the model is right, we can do many things with it.

A popular challenge these days is classifying images into various categories 
like bird, dog, table, house, and so on, see Fig. 1.1. Any individual human be-
ing correctly classifies about 95% of images and makes 5% errors. Until 2014, 
computers performed worse. Starting in 2015 however, computer models based 
on machine learning started to outperform humans for the first time. This is an 
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example that is consistently repeated time and again with many different data-
sets and tasks. Machine learning models are now more accurate than humans, 
calculate their output in a fraction of a second, and can keep doing it with the 
same accuracy without limit.

As they require little human effort to make and maintain as well as being fast 
to compute, ML models are much cheaper than any alternative. These two fea-
tures also enable many novel use cases and business models that simply could 
not be implemented until now. In relation to the oil and gas industry, there are 
six main areas that ML can help with, see Fig. 1.2:

1.	 Is this operation normal or not?
2.	 What will the value or operational condition be at a future time?
3.	 Which category does this pattern belong to?
4.	 Can this complex, expensive, fragile, or laboratory measurement be substi-

tuted by a calculation?
5.	 How shall we adjust set-points in real-time to keep the process stable?
6.	 How and when shall we change set-points to improve the process according 

to some measure of success?

One of the biggest topics in industrial ML is predictive maintenance, which 
is the combination of the first three points in this list. Is my equipment perform-
ing well right now, how long will that remain and when it fails, what is the 
damage type? Once we know a damage type and a failure time in the future, 
we can procure spare parts in advance and schedule a maintenance measure to 
take place preemptively. This will prevent the actual failure and thus prevent 
collateral damage and spillage, which is typically 90% of the total financial cost 
of a failure.

FIGURE 1.1  The evolution of machine learning as compared to human performance relative 
to a common standard dataset.
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FIGURE 1.2  The six main application areas of machine learning in oil and gas.
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Chapter 2

Data Science, Statistics, and 
Time-Series

Patrick Bangert
Artificial Intelligence Team, Samsung SDSA, San Jose, CA, United States; algorithmica 
technologies GmbH, Küchlerstrasse 7, Bad Nauheim, Germany

In this chapter, we will introduce the concepts, tools, and steps toward generating 
a clean and representative dataset for later analysis. Simply reading out the last 
12 months of control system data will generally not yield good results. Here, we 
discuss the decisions to be made prior to extracting data, and the treatment steps 
having extracted the data. After all this is done, the machine learning analysis will 
be discussed in the next chapter. Following the preparatory steps of this chapter 
will take time and effort but they will increase the chances of success greatly.

The data that we are likely to encounter in the oil and gas industry is usually 
numerical data ordered in time. For example, a temperature that is measured 
every 10 minutes for years. The source of this data is a sensor deployed in the 
field. This sensor may need to be recalibrated, or repaired, or exchanged every 
so often but the chain of measurements continues. The collection of these mea-
surements is called a time-series. The label in the database that identifies this 
time-series versus others is usually called a tag. For a presentation of more tradi-
tional time-series analysis that does not use machine learning (Hamilton, 1994).

In any one plant, or field, we are likely to encounter tens of thousands of 
tags. Each of these may have a history of years. The frequency of records may 
range from one measurement a day to several measurements per second, de-
pending on the application.

Much of the data science and machine learning in the popular literature con-
cerns itself with data in different forms. Images, series of words, audio record-
ings, videos, and the like are not frequently encountered in the industry. These 
have become popular through a variety of consumer applications of data science 
and we will not discuss them here.

Apart from the time-series, we encounter another type of data in the indus-
try: the spectrum. A vibration is typically measured as the amount of movement 
for each of many different frequencies. The collection of these measurements 
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is called a vibration spectrum. These may then be recorded at regular inter-
vals over time, forming a time-series in their own right. Normal time-series 
are numbers, but these time-series are vectors as each observation is a string of 
numbers. There is significant scientific analysis that deals with spectra and this 
can be brought to bear on these spectra as well, especially the Fourier Transform 
(Press, Teukolsky, Vetterling, & Flannery, 2007).

As we look at our data, we gradually develop more high-level understanding 
of what this data tells us. Fig. 2.1 illustrates the five major stages in this journey. 
First, all we have is a large collection of numbers, the data itself. Second, the 
data becomes information once all the duplicates, outliers, useless measure-
ments and similar are removed and we are left with relevant and significant 
data. Third, knowledge is gained once it is clear how the data is connected, 
which tags are related to other tags, how causes relate to effects and so on. 
Fourth, insight is generated once we know where are and where we need to be. 
Fifth, wisdom is when we know how to get to where we need to be. All that is 
left at this point is to execute the plan.

This chapter will introduce some common techniques of dealing with nu-
merical data in preparation for machine learning (Pyle, 1999).

2.1  Measurement, uncertainty, and record keeping

Sensors measure quantities based on some sort of physical response and usually 
convert this into an electrical signal. This is then converted into a number us-
ing an analog-to-digital converter and sent to the process control system. This 
cycle may happen many times per second. The process control system typically 
stores this data only for a short while. It is the job of the historian to save the 
data for the long term and make it available for analysis, typically in diagram-
matic form.

Some quantities are easy to measure, like temperature. Some are difficult to 
measure, like heat lost to the environment. Finally, some quantities are impos-
sible to measure directly and must be computed-based on other measurements, 
like enthalpy. This is illustrated in Fig. 2.2. When measuring something, we 

FIGURE 2.1  The five qualitatively different stages of data science.
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must choose the right sensor equipment, and this must be placed correctly in 
order to give sensible outputs.

Suppose that we have measured some temperature to be 1.5°C at time t = 0, 
3°C at time t = 1, and 2.5°C at time t = 2. With this data at hand, we ask two 
crucial questions: (1) How accurate is the measurement, and (2) how shall we 
record the measurements in the historian?

2.1.1  Uncertainty

Every sensor has a tolerance and so does the analog-to-digital conversion. Some 
electrical signal loss and distortion is introduced along the way from the sen-
sor to the converter. Sensors drift over time and must be recalibrated at regular 
intervals. Sensors get damaged and must be repaired. Accumulations of mate-
rial may cover a sensor and distort its measurement. Numbers are stored in IT 
systems, such as the control systems, with finite precision and there is loss of 
such precision with every conversion or calculation. All these factors lead to a 
de facto uncertainty in any measurement. The total uncertainty in any one mea-
surement may be difficult to assess. In the temperature example, we may decide 
that the uncertainty is ±1°C. This would make the last two observations—of 3 
and 2.5—numerically distinct but actually equal.

Any computation made based on an uncertain input, has an uncertainty of 
its own as a consequence. Computing this inherited uncertainty may be tricky—
depending on the computation itself—and may lead to a larger uncertainty than 
the human designer anticipated. In general, the uncertainty in a quantity y that 
has been computed using several uncertain inputs xi is the total differential,
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FIGURE 2.2  Measurements both easy and hard.
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In practice, this might be difficult to use and so we find that it is estimated in 
many cases, as illustrated in Fig. 2.3.

To anyone who has ever spent time in a laboratory, it is a painful memory 
that the treatment of measurement errors consumes many hours of work and is 
competitive in effort to the entire rest of the analysis. When engaged in data 
science, we must not forget that these data are not precise and therefore any 
conclusion based on them is not precise either. Some effects that are visible in 
the data quickly disappear once the uncertainty of the data is considered!

In general, it is advisable never to believe any data science conclusion in the 
absence of a thorough analysis of uncertainties.

2.1.2  Record keeping

The historian will save the measurements to its database. The IT systems in-
volved were often designed and deployed during a time when hard disk space 
was expensive and limited. There was a desire to minimize the amount of space 
that data takes up. An obvious idea is to only record a value if it is different from 
the last recorded value by more than a certain amount. This amount is known as 
the compression factor and is an essential property of the tag. Someone, usually 
at the time of commissioning the historian, decided on the compression factor 
for each tag. Frequently the default value was left in place or some relatively 
large value was chosen in an effort to save space. Fig. 2.4 illustrates the situation 
with the temperature measurements alluded to above and a compression factor 
equal to 1.

The information that is contained in the data points not recorded is lost for-
ever. If the compression factor is lower than the uncertainty, then there is no use-
ful information in the lost data as all we would record are random fluctuations. 

FIGURE 2.3  Determining the uncertainty of a computed result can be difficult and may 
need to be estimated.
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However, if the compression factor is larger than the uncertainty, we lose real 
information about the system.

It is an easy fix for any company operating a data historian to review the 
compression factors. In many cases, one will find that they are too large and 
must be lowered. This change alone will provide the operator with significantly 
more valuable data.

As the compression factor will prevent the recording of some measurements, 
what shall we do if the historian is supposed to output the value for a time for 
which it has no record? See Fig. 2.5 for an illustration. The data for t = 3 is miss-
ing. There are several different ways to answer a query for this value:

1.	 Staircase: The value remains constant at the last recording until a new mea-
surement is recorded.

2.	 Interpolation: Some non-linear function is used to interpolate the data. Usu-
ally this is a spline curve.

3.	 Linear: A straight line is drawn in between each successive observation to 
interpolate the data.

While there are arguments both for and against any one of these, it is the 
general industry standard and agreement to use the first method; the staircase. 
A tag is equal to the last validly recorded value. This has the distinct advantage 
of holding in a real-time context, that is, in a context where we need to infer the 
value at the present moment without knowing the value of the next measure-
ment in the time-series.

FIGURE 2.4  A sensor outputs its value at every time step but not every value is recorded if 
the compression factor is 1.
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The correct configuration of the data historian forms the basis for the avail-
able dataset for any analysis. If we are presented with a ready-made dataset, the 
uncertainty of each tag is typically dominated completely by the compression 
factor. In practice therefore, we data scientists may say that the uncertainty is 
the compression factor. Nevertheless, the compression factor should be exam-
ined by the process engineers.

2.2  Correlation and timescales

As one tag changes its value, we may be able to say something about the change 
in another tag's value. For example, as temperature increases, we would expect 
the pressure to increase also. These two tags are called correlated, see Fig. 2.6. 
The change in the first tag may provide some information about the change in 
the second tag, but not all. A measure that indicates how much information is 
provided is the correlation coefficient. This is a number between −1 and 1. 
Positive numbers indicate that as the first tag increases, so does the second tag. 
Negative numbers indicate that as the first tag increases, the second decreases. 
An absolute value of 1 indicates that the change happens in exact lockstep. As 
far as change is concerned, these two tags are identical. A value of 0 indicates 
that the two tags are totally unrelated. Change in the first tag provides no infor-
mation about the change in the second whatsoever.

Datasets from oil and gas facilities concern many interconnected parts. 
Many tags will be correlated with each other, such as temperature and pressure 
at one location. Analyzing which values are more and less correlated naturally 
provides an interesting clustering on the tags.

Generally, it is understood that correlation is measured in the context of 
linear dependency as illustrated in Fig. 2.6. The correlation coefficient due to 

FIGURE 2.5  There are several ways to interpolate missing data. Here the data for t = 3 is 
missing. Which method shall we choose?
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Pearson, which is the measure usually used, indicates the strength of a linear 
relationship. If there is a non-linear relationship, then this may not be picked up 
by the correlation coefficient in any meaningful way. This is important to take 
into account, as many physical processes are non-linear. Non-linear correlation 
analysis presupposes that we know the kind of non-linearity that is present, and 
this is another challenge. In practice, we find the linear correlation coefficient 
used exclusively. This is fine if it is understood properly.

As we are dealing with time-series, it is important to say that correlation is 
typically calculated for values recorded at the same time. If we shift one of the 
two time-series by a few time-steps, then we get the correlation function, that 
is, the correlation coefficient as a function of the time lag. In the special case 
that we compute the correlation of a tag relative to itself for different time lags, 
then this is called the autocorrelation function. These functions may look like 
Fig. 2.7.

We see that the correlation is high for a time lag of 0 and then decreases 
until it reaches a minimum at a time lag of 10 only to rise to a secondary maxi-
mum at a lag of 20 and so on. These two time-series are clearly related by some 
mechanism that takes about 10 time-steps to work. If there is an amount of time 
that is inherent to the dynamics of the system, we call it the timescale of the 
system. It is very important to know the timescales of the various dynamics in 
the system under study. Some dynamics may go from cause to effect in seconds 
while others may take days.

It is important to know the timescales because they determine the frequency 
at which we must observe the system. For example, in Fig. 2.7 the time scale 

FIGURE 2.6  Correlation between two tags indicates the amount of information that the 
change in one provides for the other.
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is clearly 10. If we observe the system once every 20 timesteps, then we lose 
important information about the dynamics of the system. Any modeling attempt 
on this dataset is doomed to fail.

A famous result in the field of signal processing is known as the Nyquist–
Shannon sampling theorem and it says, roughly speaking: If you want to be 
able to reconstruct the dynamics of a system based on discrete observations, 
the frequency of observations must be at least two observations for the shortest 
timescale present in the system. This is assuming that you know what the short-
est timescale is, and that the data is more or less perfect. In industrial reality, 
this is not true. Therefore, in practical machine learning, there is a rule of thumb 
that we should try for 10 observations relative to the timescale of the system. In 
the example of Fig. 2.7, where we measured the system every 1 timestep, the 
observation frequency was therefore chosen well.

The other reason for choosing to sample more frequently than strictly neces-
sary is an effect known as aliasing sometimes seen in digital photography. This 
is illustrated in Fig. 2.8. Based on multiple observations, we desire to recon-
struct the dynamics and there are multiple candidates if the sampling frequency 
is tuned perfectly to the internal timescale. The danger is that the wrong one 
is chosen, resulting in poor performance. If we measure more frequently, this 
problem is overcome.

In Fig. 2.8, the dots are the observations and the lines are various possible 
reconstructions of the system. All reconstructions fit the data perfectly but are 
quite different from each other. The data is therefore not sufficient to character-
ize the system properly and we must make an arbitrary choice. This is especially 
true for transient states and regimes where different time scales come into play. 
Here we must consider the shortest of the various time scales.

The practical recommendation to a data scientist is to obtain domain knowl-
edge on the system in question in order to determine the best sampling frequen-
cy for the task. Sampling the data less frequently than indicated above, results 
in loss of information. Sampling it more frequently will only cost the analysis in 

FIGURE 2.7  The correlation function between two tags as a function of the time-lag.
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time and effort. On balance, we should err on the side of measuring somewhat 
more frequently than deemed necessary.

2.3  The idea of a model

Physical phenomena are described by physics using the language of math-
ematics. The expression of this insight is an equation that allows us to predict 
the behavior of physical systems and thus establish control over them. Take, 
as an example, the ideal gas law. It states that an ideal gas of n  moles that is 
contained in a volume V , under pressure P, and at temperature T  obeys the 
relationship

=PV nRT

where R is a constant. This relationship is simple to understand and allows us 
to exert control over the gas by changing one of the three variables in order to 
change the others. For example, if the volume remains the same and we increase 
the temperature, the pressure will rise.

This equation is an example of a model. A model is an equation that allows 
us to compute a quantity of interest from other quantities that we can obtain 
in some way, usually by measurement. The model allows us to calculate this 
quantity instead of measuring it in the real world. On the one hand, a model 
saves us the effort and time of measurement and verification. On the other hand, 
it lets us know in advance what will happen and therefore choose our actions 
according to what we want to happen. Finally, a model like this also provides 
understanding.

This model was discovered in 1834 by Émile Clapeyron based on the previ-
ous work of several other scientists who had gone through a time-consuming 

n
V
P
T
PV=nRT

R

FIGURE 2.8  The aliasing problem in that the observations allow multiple valid reconstruc-
tions.
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process of performing many physical experiments and carefully measuring all 
the related quantities. Detailed plots were created by hand and studied until the 
ideas emerged one by one of the linear relationships between the three state 
variables and the amount of gas present. Finally, all these partial results were 
combined into the result, the ideal gas law.

The model was produced by two major factors: patient collection of data and 
human learning.

Let us say, for the time being, that all we had was a large table of numbers 
with one column each for volume, pressure, temperature, and amount of gas. 
We suspect that there is some relationship between these four concepts, but we 
do not know what it is. What we want is a model that can calculate the pressure 
from the other three quantities.

Today, what we would do is submit this table of numbers to a computer 
program that uses techniques called machine learning. This computer program 
would make a model and present some results to us that compare the pressure 
column from the table and the pressure as obtained from the proposed model. 
In each experimental case, that is, for each row in the data table, we have these 
two pressures: the measured and the calculated pressure. If the model is good, 
these two are always very close to each other. In addition, we usually want the 
model to be relatively simple in order to overcome some potential problems that 
we will go into later.

If we are satisfied with this analysis, we may conclude that the model repre-
sents the situation sufficiently well to be useful. We have a model that looks like

( )=P f n V T, ,

The function �( )f  is not usually something that makes sense to write down 
on paper, to look at with our eyes, and to try to understand. In most cases, the 
function �( )f  is some large matrix of numbers that is unreadable. We must 
sacrifice understanding for this model. However, we get a model without having 
to do the learning ourselves in our head. The more complex and larger the data, 
the more return we get for our payment in understanding.

Despite being unintelligible—pardon the pun—the model is useful in that 
it is computable. We can now calculate the pressure from the other quantities. 
Having performed the analysis of the differences between computed and mea-
sured pressures over many known pressures in diverse situations, we are confi-
dent that the model produces the correct numerical value and that is all we can 
expect.

In the modern day, our data sets tend to be so large, the number of variables 
so many, and the situations so complex, that a manually made model based on 
human insight is often not feasible, economical, or even possible. In many situ-
ations, we already possess the basic understanding of the situation, for example, 
if this increases, then that increases also, but we need a formula to tell us quan-
titatively how large the changes are exactly.

P=fn,V,T

f⋯

f⋯
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This insight is comparable to a long-standing debate in physics: Is it the job 
of physics to explain why something is happening, or simply to correctly predict 
what will happen? Where you stand on this idea is the watershed for machine 
learning as opposed to physical modeling. If you are prepared to sacrifice un-
derstanding to some degree, you can gain tremendous performance at the same 
time as a huge reduction in cost.

2.4  First principles models

Many models, especially those for physical phenomena, can be derived from 
the laws of physics. Ultimately, this means that we have a set of coupled par-
tial differential equations that probably combine a host of characteristics of the 
physical system that we must know and provide to the model. We might have to 
know what material every component is made from, how large every piece is, 
and how it was put together. Constructing such a model can be a daunting task 
requiring multiple experts to spend months of their time.

Solving this set of differential equations cannot be done exactly but must be 
done using numerical approximations that require iterative calculations. These 
take time. It is not uncommon for models of this nature, for relevant industrial-
scale problems, to require a few hours of time on a modern computer to perform 
a single evaluation of the model.

In situations where we need answers at a speed comparable to the speed of 
the physical phenomenon, these methods often cannot be employed, and we 
must resort to approximate small-scale models. In many situations, such models 
are quite inaccurate. Situations like this are called real-time where it is under-
stood that a real-time model does need some time for its calculation, but this 
time is negligible for the application. Sometimes, real-time can mean minutes 
and sometimes fractions of seconds; it depends on the application.

In constructing a physical, or so-called first principles, model, we provide 
many details about the construction of the situation; implying that this situation 
remains as we have specified. However, during the lifetime of most industrial 
machines, the situation changes. Materials abrade, corrode, and develop cracks. 
Pipes get dented and material deposits shrink the effective diameter of them. 
Moving parts move less efficiently or quickly over time. Objects expand with 
rising temperature. A first-principles model cannot (usually) take such phenom-
ena into account.

We thus have three major problems with first principles models: (1) They 
take a lot of effort to make and maintain, (2) they often take a long time to 
compute their result, and (3) they represent an idealized situation that is not the 
same as reality.

The desire for approximate models made by the computer as opposed 
to human beings is thus driven mainly by the resource requirements needed 
to make and to deploy first-principles models. The simplest such model is a 
straight line.
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2.5  The straight line

To illustrate many of these points, we will begin by looking at a straight-line 
model. Suppose we have an ideal gas in a fixed size container. As the volume 
and the amount of gas do not change, the ideal gas law of =PV nRT  is simple 
linear relationship between the pressure and the temperature. We could write 
this in the usual form of a straight line as

= +P mT b

where the slope of the line is =m nR V/  and the y-intercept =b 0. Having 
knowledge of the ideal gas law means we know the answer. Suppose for a mo-
ment, that we did not know the answer. We are simply provided with empirical 
measurements of pressure and temperature. As there are several of each, we will 
index them with the subscript i  and so we have a sequence of pressures Pi and 
a sequence of temperatures Ti . This is illustrated in Fig. 2.9.

Based on a visual inspection, we believe that a straight-line model is a rea-
sonable functional form for the model. That means that we must find the best 
slope and y-intercept for the model so that the model fits the data in the best 
possible way.

Before we can do that however, we must decide what “the best possible 
way” means, exactly. There is wide-spread agreement that “best” is the lowest 
sum of squared deviations. This is known as the least-squares method. In other 
words, we will take the squared difference between model and measurement for 
each observation and add them all up. That slope and y-intercept are best that 
makes this sum the lowest possible.

( )− −P mT bmin
m b

i i
,

2

In this simple case, we can solve this minimization problem explicitly (and 
we will omit this derivation) to obtain the answer,
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FIGURE 2.9  A collection of temperature and pressure measurement plotted and found to 
look like a straight line.
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where the overbar means taking the average over all values and N  is the 
number of points available. We can thus calculate the best possible values 
of m and b directly from the empirical data. The way of proceeding from the 
stated minimization problem to the explicit answer for the model coefficients 
is the learning or training algorithm. It is very rare that the model is simple 
enough for a theoretical solution like this. In most cases, the minimization 
must be carried out numerically in each case. These methods are complex, 
time-consuming calculations that may sometimes end up in suboptimal solu-
tions. Therefore, the bulk of the machine learning literature focuses on the 
training algorithms.

For the time being, we note that we had to make two important decisions 
ourselves before executing the learning. We had to decide to use a straight-line 
model and we had to decide on the least-squares manner of looking for the best 
set of model coefficients. Those decisions are outside the realm of machine 
learning as they are made by a human expert.

The empirical data ( )T P,i i  had to be carefully collected. It is understood that 
if the experimenter made a mistake in the experiment, the value would be de-
leted from the data set. Mistakes can occur in any number of forms and if they 
are in the data set, then the model coefficients will contain that information, 
producing a somewhat false model. It is essential to clean the data set prior to 
learning, so that we learn only legitimate behavior.

Finally, we must recognize that every measurement made in the real 
world has a measurement error. Every instrument has a measurement toler-
ance. The place where the instrument is put may not be the ideal place to take 
the measurement. Sensors drift away from their calibration, get damaged, or 
get covered in dirt. Environmental factors may falsify results such as the sun 
shining on a temperature sensor and thus temporarily inflating the measured 
temperature.

The dataset is therefore not just ( )T P,i i  but rather ( )± ∆ ± ∆T T P P,i i . In turn, 
this measurement uncertainty leads to an uncertainty in the calculated model 
coefficients and therefore in the model itself, see Fig.  2.10. Any calculation 
based on an uncertain value produces an uncertain value in return. If we ex-
pect models to deliver numerical answers to our questions, it is crucial that we 

N

mb

Ti,Pi

Ti,Pi
Ti±∆T,Pi±∆P

FIGURE 2.10  When each data point has a measurement uncertainty in both axes (indicated 
by the cross), there is an implied uncertainty in the slope and intercept of the best straight-
line fit.
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know how accurate we can expect those answers to be. This depends directly 
on the quality of the data used to make the model and the data used to evaluate 
the model whenever it is used. More on linear models can be found in (Hastie, 
Tibshirani, & Friedman, 2008).

2.6  Representation and significance

Before we analyze data, we must select or obtain the data to be analyzed. This 
must be done carefully with the desired outcome in mind. Suppose that you 
want to be able to tell the difference between circles and squares. What you 
would do is to collect a set of images of circles and squares and feed them into 
some modeling tool with the information of which images are circles and which 
images are squares. The modeling tool is then supposed to come up with a 
model that can tell the difference with some high accuracy. Suppose you give it 
the dataset in Fig. 2.11. That dataset contains 37 circles and 1 square.

The model that always says “it is a circle” would be correct in 37 out of 38 
cases, using this dataset. That is an accuracy of 97%. If you went to a board 
meeting reporting that you have a model with a 97% accuracy for some indus-
trial effect, you would most likely get congratulated on a job well done and the 
model might go live. In this case, the accuracy is not real because the dataset is 
not representative of the problem.

A dataset is representative of the problem if the dataset contains a similar 
number of examples of every differentiating factor of the problem. In our case 
that would mean a similar number of examples of circles and squares. Please 
note carefully that being representative of the problem is not the same as being 
representative of the situation. In the case of industrial maintenance, for exam-
ple, we may want to distinguish various failure modes of equipment. That is the 
problem. However, most of the time, there is no failure mode at all because the 
equipment is functioning normally. That is the situation. In collecting a dataset 
representative of the failure modes therefore, we must de-emphasize the normal 
condition even though it is the typical condition.

FIGURE 2.11  Sample dataset for distinguishing between circles and squares. It is composed 
of 37 circles and 1 square.
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Now consider the same task of distinguishing between circles and squares 
but with the dataset given in Fig. 2.12. In addition to some circles and squares, 
we now also have some other shapes. This is just distracting because these are 
not part of the problem statement. This is not just useless data. It is going to 
cause harm to the model because the model will try to incorporate this into the 
model and thus distort the internal representation of circles and squares. These 
disturbance variables should be excluded because they are not significant for 
the problem.

A dataset is significant for the problem if it contains only those factors that 
are important for the problem. In this case, this means excluding all other shapes 
from the dataset.

In industrial applications, the dataset should be both representative and sig-
nificant for the problem at hand. This means that we must gather some domain 
knowledge to ask which tags are important for the effect that we want to model, 
either directly or indirectly. This will make the dataset more significant. We 
must also ask when certain effects were observed so that we can include and 
exclude parts of the entire timeline into our dataset to make it more representa-
tive of the problem. For instance, we will usually want to exclude any downtime 
of the facility, as this is usually not representative of any conditions we want to 
model. Conditions that are not at steady state may not be wanted either. These 
decisions must, however, be taken with the desired outcome in mind.

FIGURE 2.12  Sample dataset for distinguishing between circles and squares containing 
other shapes that make the problem harder.
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2.7  Outlier detection

An empirical dataset usually includes points that we do not want to show to 
a machine-learning algorithm. These are atypical situations or the result of 
faulty sensors. All such points are called outliers, that is, they lie outside of the 
phenomena we want to consider. They must be removed from the dataset. Of 
course, we can do that with domain knowledge, but this takes effort. There are 
automated methods to recognize outliers.

One way to do this is to cluster the data in an unsupervised manner. One of 
the most popular methods is the k-means clustering method. We must specify 
the number of clusters that we want to find a priori and that is the major li-
ability in this method. It creates that many points in the dataspace, called the 
centers, and associates points to each one by distance. We judge the goodness 
of a cluster by measuring the internal similarity and the difference between dif-
ferent clusters. Based on this, the centers are moved around until the method 
converges. Individual points that do not fit easily into this scheme are outliers, 
see Fig. 2.13. For more on data preparation, see Aggarwal (2015).

2.8  Residuals and statistical distributions

When we have a model ( )=y f xˆi i  relative to some dataset ( )x y,i i , we ask how 
good it is. There are many ways to quantify an answer to this question. Re-
member that we created the model by choosing model coefficients so that the 
squared difference between measurement and model is a minimum. Because of 

yˆi=fx_i

x_i,yi

FIGURE 2.13  One method to detect outliers by creating clusters.
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this, it makes sense to judge the quality of this model versus another model on 
the grounds of root-mean-square-error or RMSE,

∑ ( )
=

−
=RMSE

y y

N

ˆ
i

N
i i1

2

This measure takes its name from first computing the error ei , also known 
as the residual, between the measurement yi and the model output ŷi , that is, 

= −e y yˆi i i. The error is then squared so that we do not distinguish between de-
viations above and below the measurement. We then average these values over 
the whole dataset and take the square root so that the final answer is in the same 
units of measurement as the original value.

A related measure is the mean-absolute-error or MAE,
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which is often numerically quite similar to the RMSE but can be considered a 
slightly more robust measure.

As the model and measurement are supposed to be equal in an ideal world, it 
makes sense to compute the linear correlation coefficient or R2 between them, 
which should be very close to 1 for a good model.
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Apart from these numerical measures of goodness, it is best to examine 
the probability distribution function of the residuals, see Fig.  2.14 for an 

RMSE=∑i=1Nyˆi−yi2N

ei
yi

yˆi

ei=yˆi−yi

MAE=∑i=1Nyˆi−yiN

R2

R2=∑i=1Nyi−y¯yˆi−yˆ¯∑i=1Nyi−y¯2∑i=1Nyˆi−yˆ¯2

FIGURE 2.14  Residuals are the differences between the data and the model.
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illustration. The residuals are the vertical lines between the data points and the 
model that has been fitted to the data. A residual can be a positive number if the 
data point is above the model and a negative number of the data point is below 
the model.

To analyze the residuals, find the smallest and largest residual. Break up the 
range between smallest and largest residual into several bins; let's say 100 bins 
which is usually sufficient for practical purposes. Go through all residuals and 
put them into the appropriate bin. So, each bin has a count for the number of re-
siduals that fell into this bin. Divide the number in each bin by the total number 
of residuals. The result is a histogram that has been normalized to a total sum 
equal to 1. As the number of bins get larger and larger, this histogram becomes 
the theoretical probability distribution function of residuals, see Fig. 2.15. For 
practical purposes, the histogram is fine.

The best possible distribution that we can observe in the distribution of re-
siduals is called the normal distribution or Gaussian distribution, see Fig. 2.15. 
This distribution has several important characteristics:

1.	 It is centered around zero, that is, the most common residual is vanishingly 
small.

2.	 Its width is small, that is, the residuals are all quite close to the (small) mean 
value.

3.	 It is symmetric, that is, there is no systematic difference in the deviations of 
the model above and below the data.

4.	 It falls off exponentially on either side of the mean so that the probability 
of finding a residual far from the mean is very small. This also implies that 
there should only be one peak in the distribution. If the distribution looks 
like a mountain range instead of a solitary peak, there is a fundamental prob-
lem with the model.

While the distribution can be drawn and looked at graphically, these four 
important characteristics can also be quantified in numerical terms and they are 

FIGURE 2.15  As the number of bins in the histogram (A) get large, it becomes the probability 
distribution function. The best distribution is the so-called normal distribution (B).
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known as the first four moments of the distribution. In the following definitions, 
recall that the residual error is = −e y yˆi i i.

The first moment µ0 is the mean of the distribution. This should be very 
close to zero.

∑µ = =
=

e
N

e
1

i

N

i0
1

The second moment µ1 is the variance of the distribution. Most commonly, 
we look at the standard deviation σ µ= 1  that is the square root of the vari-
ance. This is easier to interpret because it has the same units of measurement as 
the model. The standard deviation is a measure for the width of the distribution. 
Ideally this value is comparable to the measurement uncertainty of the empirical 
data. If this is much larger than that, the model should be reassessed.
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The third moment µ2 is the skewness of the distribution. If the distribution 
is symmetric, this value will be zero. If the left side of the distribution contains 
more data points, the skewness will be negative, and vice-versa. Ideally, this 
number is very small.
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The fourth moment µ3 is the kurtosis of the distribution. The kurtosis of the 
normal distribution is 3 and so what we define below is known as the excess 
kurtosis. If your distribution has an excess kurtosis close to zero, it is like the 
normal distribution and that is a good thing. If it has a positive excess kurtosis, 
then there are more data points in the tails than the normal distribution has. This 
is a common observation in industrial practice. If it has negative excess kurto-
sis, then there are fewer data points in the tails than the normal distribution has.
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Because of outliers and the fact that exceptional circumstances are not quite 
as rare as we would hope, real datasets typically have heavier tails (positive 
excess kurtosis) than the normal distribution. This is the central burden on the 
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model to overcome. If you get a model with low kurtosis, then the atypical situ-
ations are well taken care of.

2.9  Feature engineering

The basic task of modeling is to find some function that will take in a vector 
of tags and compute what we want to know. The independent variables are 
assumed to be sensor measurements in our industrial context, that is, they are 
numbers resulting from some sort of direct measurement; they are tags. Some-
times these sources of information are called features of the dataset (Guyon & 
Elisseeff, 2003).

In many cases, we possess some domain knowledge that allows us to cre-
ate further inputs to the function that are not new variables but rather derived 
variables. For example, a distillation column generally has a pressure measure-
ment at the bottom and the top of the column. The reason is that the differential 
pressure over the column is an interesting variable. This is a piece of domain 
knowledge that we have. The differential pressure is itself not a measurement, 
but a calculation based on two pressure measurements. It is an additional feature 
of the dataset that we create based on our understanding of the situation. Practi-
cally, we create a new column in our dataset equal to the difference in the two 
pressures. This may even be a tag in the control system.

We could provide the modeling procedure with both pressure measurements 
and expect it to learn that it is their difference that has an important impact on 
the outcome. Otherwise, we could also create a derived variable that is equal 
to this difference and feed it into the modeling procedure ourselves. The differ-
ence is twofold.

First, providing raw data only, means that the modeling procedure must fig-
ure out basic variable transformations and this requires information. Informa-
tion is contained in the dataset, but it is finite. As some information is used 
up to learn these transformations, less information is available to learn other 
dependencies meaning that the final model will most likely perform less well.

Second, these basic transformations must be represented in the model and 
this requires parameters. For a certain limited number of parameters in the mod-
el, this restricts the expressiveness of the model unnecessarily.

It is therefore to our advantage to include in the dataset all derived quantities 
that are known to be of interest and this requires domain knowledge and some 
thought. It is well worth doing because this creates better and more robust mod-
els. This process is known as feature engineering. The amount of effort that 
goes into this must not be underestimated and should be regarded as an essential 
step in the treatment of industrial datasets.

The essential point to understand is that the information present in a data-
set is limited and that there is a principle of diminishing returns in the size 
of the dataset. When the dataset is small, each new data point adds informa-
tion. At some point, the dataset is rich enough that new data points do not add 
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information. The dataset is saturated in information. Despite being able to grow 
the dataset with effort and money, you cannot provide new information. Recog-
nizing that information is a limited resource, we must be careful how we spend 
it. Spending it on learning to establish features already known to human experts 
is wasteful.

Having looked at adding some features, it is also necessary and instructive 
to remove some features as they do not necessary encapsulate any information.

2.10  Principal component analysis

Suppose that we have a dataset with three independent variables as displayed 
in Fig. 2.16. We can see that this dataset has three rough clusters of data points 
in it. As this is the main visible structure in the dataset, we want to retain this, 
but we ask if we are able to lower the dimensionality of the dataset somewhat.

If we project the dataset onto a single one of the three coordinate axes, we 
get the result displayed in Fig. 2.17 on the top right, that is, all three such projec-
tions are just blobs of data in which the clustered structure is lost.

However, if we were to first rotate the dataset in three-dimensional space to 
align it with the axes indicated by the two arrows in Fig. 2.16 and then project 
them onto the axes, we get the result displayed in Fig. 2.17 on the bottom right. 
The rotated dataset projected onto the two-dimensional plane defined by the two 
axes is displayed in Fig. 2.17 on the left. We easily see that the two-dimensional 
representation captures most of the information and the one-dimensional rep-
resentation indicated by “pc1” also retains the clustering structure. We are thus 
able to reduce the dimensionality of the dataset to either two or even one dimen-
sion by rotating it appropriately.

The rotation we are looking for is such that the new axes are along the di-
rections of greatest variance in the dataset. This is displayed easily in Fig. 2.18 

FIGURE 2.16  A three-dimensional dataset to illustrate principal component analysis.
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where a dataset that we can fit with a straight-line is displayed. The direction of 
that straight-line model is the direction of greatest variance in the dataset and 
could be used to represent most of the information. The perpendicular direc-
tion then represents the direction of second greatest variance. These directions 
in order from the most significant to the least significant in the sense of vari-
ance are called the principal components and the method that computes them is 
called principal component analysis or PCA. A discussion of the calculations 
involved are beyond this book but many software packages include this proce-
dure as an essential data science feature and so it can be readily carried out in 
practice.

FIGURE 2.17  The dataset of Fig. 2.16 is projected onto its coordinate axes (top right) and its 
principal components (bottom right) as well as the plane of the first two principal components 
(left).

FIGURE 2.18  An indication of the principal components of a simple linear dataset.
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The variances can be quantified precisely, and they can be added up. We can 
then ask: How many principal components must we keep in order to explain 
a certain amount, 99%, say, of the total variance in the original dataset? With 
industrial datasets where many of the variables are related to each other in vari-
ous ways, we often find that the dimensionality can be reduced by as much as 
one-half, without significantly reducing the information content of the dataset. 
The reason for this is simple: As the tags originate from a single coordinated 
system, they duplicate a lot of information. More information can be found in 
(James, Witten, Hastie, & Tibshirani, 2015).

Dimensionality reduction is an important pre-processing step for machine 
learning and data science in general. It reduces the complexity of the dataset and 
the model, which generally leads to more robust models. Principal component 
analysis is recommended in virtually all modeling situations.

2.11  Practical advice

When faced with a data analysis challenge, what should we do in practice?
First, define very clearly what the desired outcome is. Do you need to fore-

cast something at a future time? Do you need to characterize the state of some-
thing into various categories? Do you need decision support in ranking options? 
Do you want a graphical display of various pieces of information? How ac-
curate does this analysis have to be in order to achieve its purpose? How often 
does the analysis need to get done—once a day or in real-time?

Second, decide which data sources you need to tap into to get the data for 
this outcome. This is going to be the control system or historian and so the real 
question is which tags do you want to look at? It will almost invariably be a 
small selection of all available tags and so you need to make a careful choice 
based on domain knowledge. Tools like correlation analysis can help in this se-
lection. Having got this far, you can extract historical data from your database.

Third, decide how you are going to measure success. Such metrics are avail-
able from a data analytics point of view as discussed in this chapter, but success 
metrics are also of a practical nature such as (1) how much money is this earn-
ing, (2) how many predictions were correct, (3) how many proposals made by 
the analysis were adopted, (4) how many of the people who need to use/imple-
ment/follow this system accept it willingly.

Fourth, this dataset is now raw and must be cleaned before analysis can take 
place. Data that is irrelevant should be removed, such as data when the plant 
was offline or being maintained. If a sensor was temporarily broken, those data 
points might need to be interpolated or removed as well. Unusual operating 
conditions may need to be removed, depending on the use case. Most data will 
be quite similar, and some data will represent rare conditions. For the dataset 
to be representative and significant relative to the use case, you may need to 
resample the dataset so that analysis can pick up the dynamics you want to 
focus on.
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Fifth, based on the clean dataset, think if there are some combinations of 
these data that would provide useful information to the analysis. If you know, 
for instance, that the ratio of two quantities is crucial for the outcome, then you 
should introduce a further column in the data matrix with that ratio. Particularly 
in downstream plants, material balance is an important aspect and so calculating 
material in and material out are examples of important features that can guide 
the analysis.

Sixth, analysis will benefit from dealing with as few data columns as pos-
sible that nonetheless contain all the information needed. Dimensionality reduc-
tion methods such as principal component analysis can do this elegantly.

At this point, you have a clean, streamlined dataset that includes all the 
information and domain knowledge you can give it. You are now ready to per-
form the analysis of this data relative to your use case and you know how to 
assess the success of this analysis so that if you try more than one method, you 
can compare them.

Please note that we have not talked about machine learning yet. In practice, 
getting to this point requires 80% of the person-hours for the whole project. 
Getting to a good dataset is the main work effort. Recognizing this alone will 
increase your chances of success greatly. Let's talk about machine learning next.
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Chapter 3

Machine Learning

Patrick Bangert
Artificial Intelligence Team, Samsung SDS America, San Jose, CA, United States; algorithmica 
technologies GmbH, Küchlerstrasse 7, Bad Nauheim, Germany

In this chapter, we give an introduction to machine learning, its pivotal ideas, 
and practical methods as applied to industrial datasets. The dataset was dis-
cussed in the previous chapter and so here we assume that a clean dataset al-
ready exists alongside a clear problem description. Some principal ideas are 
introduced first, after which we discuss some different model types, and then 
discuss how to assess the quality and fitness-for-purpose of the model.

3.1  Basic ideas of machine learning

Machine learning is the name given to a large collection of diverse methods 
that aim to produce models given enough empirical data only. They do not 
require the use of physical laws or the specification of machine characteristics. 
They determine the dependency of the variables among each other by using the 
data, and only the data.

That is not to say that there is no more need for a human expert. The human 
expert is essential but the way the expertise is supplied is very different to the 
first principles model. In machine learning, domain expertise is supplied princi-
pally in these four ways:

1.	 Providing all relevant variables and excluding all irrelevant variables. This 
may include some elementary processed variables via feature engineering, 
for example, when we know that the ration between two variables is very 
relevant, we may want to explicitly supply that ratio as a column in the data 
table.

2.	 Providing empirical data that is significant and representative of the situa-
tion.

3.	 Assessing the results of candidate models to make sure that they output what 
is expected.

4.	 Explicitly adding any essential restrictions that must be obeyed.
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These inputs are important, but they are easily supplied by an expert who 
knows the situation well and who knows a little about the demands of data science.

The subject of machine learning has three main parts. First, it consists of 
many prototypical models that could be applied to the data at hand. These are 
known by names such as neural networks, decision trees, or k-means clustering. 
Second, each of these comes with several prescriptions, so called algorithms 
that tell us how to calculate the model coefficients from a data set. This calcula-
tion is also called training the model. After training, the initial prototype has 
been turned into a model for the specific data set that we provided. Third, the 
finished model must be deployed so that it can be used. It is generally far easier 
and quicker to evaluate a model than to train a model. In fact, this is one of the 
primary features of machine learning that make it so attractive: Once trained, 
the model can be used in real-time. However, it needs to be embedded in the 
right infrastructure to unfold its potential.

Associated to machine learning are the two essential topics that are at 
the heart of data science. First, the data must be suitably prepared for learn-
ing, which we discussed in Chapter 2. Second, the resultant model must be 
adequately tested, and its performance must be demonstrated using rigorous 
mathematical means. This pre-processing and post-processing before and after 
machine learning is applied to round out the scientific part of a data science 
project. In addition to these scientific parts, there are managerial and organiza-
tional parts that concern collecting the data and dealing with the stakeholders 
of the application.

In this book, we will treat all these topics, except the training algorithms. 
These form the bulk of the literature on machine learning and are technically 
challenging. This book aims to provide an overview to the industrial practitio-
ner and not a university course on machine learning. The practitioner has ac-
cess to various computer programs that include these methods and so a detailed 
understanding of how a model is trained is not necessary. On the other hand, it 
is essential that a practitioner understand what must be put into such a training 
exercise and how to determine whether the result is any good. So, this will be 
our focus.

Methods of machine learning are often divided into two groups based on two 
different attributes. One grouping is into supervised and unsupervised methods. 
The other grouping is into classification and regression methods.

Supervised methods deal with datasets for which we possess empirical data 
for the inputs to the model as well as the desired outputs of the model. Unsu-
pervised methods deal with datasets for which we only have the inputs. Imagine 
teaching a child to add two numbers together. Supervised learning consists of 
examples like 1 2 3+ =  and 5 4 9+ =  whereas unsupervised learning consists 
of examples like 1 2+  and 5 4+ . It is clear from this difference that we can ex-
pect supervised methods to be much more accurate in reproducing the outcome. 
Unsupervised methods are expected to learn the structure of the input data and 
recognize some patterns in them.

1+2=35+4=9
1+25+4
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Fig. 3.1 illustrates the difference in the context of learning the difference be-
tween two collections of data points. In the first example, we know that circles 
and triangles are different and must learn where to divide the dataspace between 
them. In the second example, we only have points and must learn that they can 
be meaningfully divided into two clusters such that points in one cluster are 
maximally similar and points in different clusters are maximally different from 
each other—for some measure of similarity that makes sense in the context of 
the problem domain.

The difference between classification and regression methods is similarly 
fundamental. Classification methods aim to place a datapoint into one of sev-
eral groups while regression methods aim to compute some numerical value. 
Fig. 3.2 illustrates the difference. In the first example, we only wish to draw a 
dividing line between the circles and the triangles, differentiating one category 
from the other. In the second example, we want to reproduce a continuous nu-
meric value as accurately as possible.

This distinction is closely related to the difference between a categorical vari-
able and a continuous variable. A categorical variable is equal to one of several 

FIGURE 3.1  An illustration of the difference between supervised and unsupervised learning.

FIGURE 3.2  An illustration of the difference between classification and regression methods.
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values, like 1, 2, or 3, where the values indicate membership in some group. The 
difference between two values is therefore meaningless. If datapoint A has value 
3 and datapoint B has value 2, all this means is that A belongs to group 3 and B 
belongs to group 2. Taking the difference of the values, 3 2 1− = , has no meaning, 
that is, the difference between the two datapoints does not necessarily belong to 
group 1 nor does group membership necessarily even make sense for the difference.

A continuous variable is different in that it measures a quantity and taking 
the difference does mean something real. For instance, if datapoint A has a flow 
rate of 1 ton per hour and datapoint B has a flow rate of 2 tons per hour, we can 
take the difference 2 1 1− =  and the difference is 1 ton per hour of flow, which 
is a meaningful quantity that we can understand.

Machine learning has many methods and all methods are either supervised 
or unsupervised, and either classification or regression. Any task that uses ma-
chine learning can also be divided into these categories. These two groupings 
are the first point of departure in selecting the right method to solve the problem 
at hand. So, ask yourself:

1.	 Do you have data for the result you want to compute, or only for the factors 
that go into the computation?

2.	 Is the result a membership in some category, or a numerical value with in-
trinsic meaning?

We will present methods for all these possibilities guided by the state-of-
the-art and industrial experience. This book will not present an exhaustive list 
of all possible methods as this would go well beyond our scope.

As we need to be brief on the technical aspects of machine learning, here 
are some great books for further reading on machine learning in and of itself. 
A great book on the ideas of machine learning without diving into its technical 
depths is Domingos (2015). If you are more interested in the general economic 
ramifications of the field, an excellent presentation is in Agrawal, Gans, and 
Goldfarb (2018). More mathematical books that present a great overview are 
Mitchell (2018), Bishop (2006), MacKay (2003), and Goodfellow, Bengio, and 
Courville (2016).

3.2  Bias-variance complexity trade-off

One of the most important aspects in machine learning concerns the quality of 
the model that you can expect, given the quality of the data you have to make 
the model. Three aspects of the model are important here.

The bias of the model is an assessment of how far off the average output of 
the model is from the average expected output. The variance of the model is 
the extent to which inputs that are very close to each other result in outputs that 
are far from each other. The complexity of the model is generally measured by 
the number of parameters that must be determined using a machine learning 
algorithm from the empirical data provided for training.

3−2=1

2−1=1
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The concepts of bias and variance are depicted in Fig. 3.3. Imagine throwing 
darts at a target. If the darts are all close together, the variance is low. If the darts 
are, on average, close to the center of the target, the bias is low. Of course, we 
want a model with low bias and low variance.

In order to get such a model, we first choose a type of model, that is, a for-
mula with unknown parameters for which we believe that it can capture the full 
dynamics of our dataset if only the right values for the parameters are found. 
An example of this is the straight-line model that naturally has two parameters 
for one independent variable. We shall meet several other models later on that 
are more expressive because they have more parameters. Having thought about 
the straight-line, we can easily understand that a quadratic polynomial (three 
parameters for one independent variable) can model a more complex phenom-
enon than a straight-line.

Choosing a model that has very few parameters is not good because it will 
not be able to express the complexity present in the dataset. The model perfor-
mance in bias and variance will be poor because the model is too simple. This 
is known as underfitting.

However, choosing a very complex model with a great many parameters 
is not necessarily the solution because it may get so expressive that it can es-
sentially memorize the dataset without learning its structure. This is an inter-
esting distinction. Learning something suggests that we have understood some 
underlying mechanism that allows us to do well on all the examples we saw 
while learning, and any other similar tasks that we have not seen while learning. 
Memorization will not do this for us and so it is generally thought of as a failed 
attempt to model something. It is known as overfitting. See Fig. 3.4 for an il-
lustration of underfitting and overfitting.

FIGURE 3.3  The concepts of bias and variance illustrated by throwing darts at a target.
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There must exist some optimal number of parameters that is able to capture 
the underlying dynamics without being able to simply memorize the dataset. 
This is some medium number of parameters.

If the model reproduces the data used in its construction poorly, then the 
model is definitely bad, and this is usually either underfitting or a lack of im-
portant data. The fix is to either use a more complex model, to get more data 
points, or to search for additional independent variables (additional sources of 
information). The data used in the construction of the model is the training data 
and the difference between the model output and the expected output for the 
training data is the training error.

To properly assess model performance, we cannot use the training data, 
however. We must use a second dataset that was not used to construct the mod-
el. This is the testing data that results in a testing error. The testing data is 
often known as validation data. More complex training algorithms need two 
datasets, one to train on and another to assess when to stop training. In situa-
tions like this, we may need to create three datasets and these are then usually 
called training, testing, and validation datasets where the testing dataset is used 
to assess whether training is done and the validation dataset is used to assess the 
quality of the model.

Fig. 3.5 displays the typical model performance as a function of the model 
complexity. As the model gets more complex, the training error decreases. The 
testing error decreases at first and then increases again as the model starts to 
overfit. There is a point, at minimum testing error, when the model achieves its 
best performance. This is the performance as measured by the bias, that is, the 
deviation between computed and expected values. This has not yet taken the 
variance into account. Often, we find that to get better variance, we must sacri-
fice some bias and vice-versa. This is the nature of the bias-variance-complexity 
trade-off.

While this picture is typical, we usually cannot draw it in practice as each 
point on this image represents a full training of the model. As training is usually 

FIGURE 3.4  If the model is too simple, we will underfit. If the model is very complex, it will 
overfit.
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not a deterministic process, the training must be repeated several times for each 
sample complexity to get a representative answer. This is also needed to mea-
sure the variance. It is, in most practical situations, an investment of time and 
effort no one is prepared to make.

A similar diagram, see Fig. 3.6, can be drawn in terms of variance. There 
are two major sources of uncertainty in machine learning. First, the uncertainty 
inherent in the dataset and the manner in which it was obtained. This includes 

FIGURE 3.5  As the model gets more complex, the training and testing errors change, and 
this indicates an optimal number of parameters.

FIGURE 3.6  As model complexity rises, model uncertainty decreases but data uncertainty 
increases. There is an optimal point in the middle.
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both the method of measurement and the managerial process of selecting which 
variables to include in the first place. Second, the uncertainty contained in the 
model and the basic ability of it to express the underlying dynamics of the data. 
There is a similar compromise that must happen.

In the end, we must choose the right model type and the right number of 
parameters for this model to achieve a reasonable compromise between bias and 
variance, avoiding both underfitting and overfitting. To prove to ourselves and 
other that all this has been done, we need to examine the performance on both 
training and testing data.

3.3  Model types

There are many types of model that we can choose from. This section will ex-
plore some popular options briefly with some hints as to when it makes sense 
to use them. To learn more about diverse model types and machine learning 
algorithms, we refer to Goodfellow et al. (2016).

3.3.1  Deep neural network

The neural network is perhaps the most famous and most used technique in 
the arsenal of machine learning (Hagan, Demuth, & Beale, 1996). The recent 
advent of deep learning has given new color to this model type through novel 
methods of training its parameters. Training methods are beyond the scope of 
this book, however.

While it took its inspiration from the network of neurons in the human brain, 
the neural network is merely a mathematical device. A schematic diagram like 
the one shown in Fig. 3.7 is commonly displayed for neural networks. On the 
left side, the input vector x  enters the network. This is called the input layer and x_

FIGURE 3.7  Schematic illustration of a deep neural network.
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has several neurons equal to the number of elements in the input vector. On the 
right side, the output vector y  exits from the network. This is called the output 
layer and has several neurons equal to the number of elements in the output 
vector; this is the result of the calculation. In between them are several hidden 
layers. The number of hidden layers and the number of neurons in each are up 
to us to choose and is referred to as the topology of the neural network.

In bringing the data from one layer to the next, we multiply it by a matrix, 
add a vector, and apply a so-called activation function to it. These are the pa-
rameters for each layer that the machine learning algorithm must choose from 
the data so that the neural network fits to the data in the best possible way. A 
neural network with two hidden layers, therefore, looks like

y A f A f A x b b b· · ·2 1 0 0 1 2)( )(= + + +

The activation function …f )(  is not learnt but decided on beforehand. Con-
siderable research has been put into this choice. While older literature prefers 

…tanh )( , we now have evidence that …ReLu )(  performs significantly better 
in virtually all tasks for all layers except the outermost for which we usually 
choose the identity function. They are both displayed in Fig. 3.8.

ReLu x x
x x
0 0

0{)( = ≤
>

The neural network is not some magical entity. It is the above equation. 
After we choose values for the parameter matrices Ai and vectors bi, the neural 
network becomes a specific model. The main reason it is so famous is that it has 
the property of universal approximation. This property states that the formula 

y_

y_=A2·fA_1·fA_0·x+b_0+b_1+b_2

f…

tanh…

ReLu…

ReLux=0x≤0xx>0

A_i
b_i

FIGURE 3.8  Two popular activation functions for a neural network.
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can represent any continuous function with arbitrary accuracy. There are other 
formulae that have this property, but neural networks were the first ones that 
were practically used with this feature in mind. In practice, this means that a 
neural network can represent your data. What the property does not do is tell 
us how many layers and how many neurons per layer to choose. It also does 
not tell us how to find the correct parameter values so that the formula does in 
fact represent the data. All we know is that the neural network can represent 
the data.

Machine learning as a research field is largely about designing the right 
learning algorithms, that is, how to find the best parameter values for any given 
dataset. There are multiple desiderata for it, not just the quality of the parameter 
values. We also want the training to be fast and to use little processing memory 
so that training does not consume too many computer resources. Also, we want 
it to be able to learn from as few examples as possible. Beyond the hype of “big 
data,” there is now significant research into “small data.”

Many practical applications provide a certain amount of data. Getting more 
data is either very difficult, expensive, or virtually impossible. In those cases, 
we cannot get out of machine learning difficulties by the age-old remedy of 
collecting more data. Rather, we must be smarter in getting the information out 
of the data we have. That is the challenge of small data and it is not yet solved. 
We mention it here to put the property of universal approximation into proper 
context. It is a nice property to be sure, but it has little practical value.

The neural network is the right model to use if the empirical observations x  
are independent of each other. For example, if we take a manual fluid sample 
from a well once per day and perform a laboratory analysis on it, we can assume 
that today's observation is largely independent of yesterday's observation but 
may well depend on the pressure and temperature right now. In this context, we 
may use pressure and temperature as inputs and expect the neural network to 
represent the laboratory measurement.

If, however, time delays do play a role, then we must incorporate time into 
the model itself. Let's say we change the choke setting on a well and measure its 
wellhead pressure, we will see that the wellhead pressure responds to our action 
a few minutes later. If we measure these quantities every minute, then the ob-
servations are not independent of each other because the observation a few min-
utes ago causally brought about the current observation. Applying the neural 
network to such datasets is not a good idea because the neural network cannot 
represent this type of correlation. For this, we need a recurrent neural network.

3.3.2  Recurrent neural network or long short-term memory 
network

A recurrent neural network is very similar in spirit to the regular, the so-called 
feed-forward, neural network. Instead of having connections that move strictly 
from left to right in the diagram, it also include connections that amount to 

x_
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cycles, see Fig. 3.9. These cycles act as a memory in the formula by retaining—
in some transformed way—the inputs made at prior times.

As mentioned in the previous section, the purpose of recurrence is to model 
the interdependence between successive observations. In practice such interde-
pendence is virtually always due to time and represents some mechanism of 
causation or control. If my foot touches the brake pedal in my car, the car slows 
down a short time later. Modeling the dependence of car speed on the position of 
the brake pedal can lead to important models, that is, the advanced process con-
trol behind the automatic braking system in your car. The time delay involved is 
important as the car will have moved some distance in that time and so braking 
must begin sufficiently early so that the car stops before it hits something. It is 
cases such as this for which the recurrent neural network has been developed.

There are many different forms of recurrent neural networks differing mainly 
in how the cycles are represented in the formula. The current state-of-the-art is the 
long short-term memory network, or LSTM (Hochreiter and Schmidhuber, 1997; 
Yu, Si, Hu, & Zhang, 2019; Gers, 2001). This network is made up of cells. A 
schematic of one cell is shown in Fig. 3.10. These cells can be stacked both hor-
izontally and vertically to make up an arbitrarily large network of cells. Once 
again, it is up to the human data scientist to choose the topology of this network.

The inner working of one cell is defined by the following equations that 
refer to Fig. 3.10.
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FIGURE 3.9  Schematic illustration of a recurrent neural network.
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The various W  and b are the weight and bias parameters of the LSTM cell. 
All weights and biases of the entire network must be tuned by the learning algo-
rithm. The evolution of the internal state of the network h t )(  is the memory of 
the network that can encapsulate the time dynamics of the data.

The network is trained by providing it with a time-series x t )(  for many suc-
cessive values of time t. The model outputs the same time-series but at a later 
time t T+ , where T  is the forecast horizon. This is the essence of how LSTM 
can forecast a time-series,

Lx t T x tt )() )( (+ =

It is generally not a good idea to model the next timestep and then to chain 
the model

L L L L L L )() )( () ) )( ( () ) ) )( ( ( (+ = + = + =+ + + + +x t x t x t x t3 2 1t t t t t t2 2 1 2 1

because this compounds errors and makes for a very unreliable model if we 
want to predict more than one or two timesteps into the future. It is much 
better to choose the forecast horizon to be some larger number of timesteps.  
Having done that, the intermediate values can always be computed using the 
same model with input vectors from earlier in time.

3.3.3  Support vector machines

The support vector machine (SVM) is a technique mainly used for classifica-
tion both in a supervised and unsupervised manner and can be extended to re-
gression as well (Cortes & Vapnik, 1995). The idea, as illustrated in Fig. 3.11 is 

W_
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h_t

x_t
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t+T T

x_t+T=Ltx_t

x_t+3=Lt+2x_t+2=Lt+2Lt+1x_t+1=Lt+2Lt+1Ltx_t

FIGURE 3.10  Schematic illustration of one cell in an LSTM network.
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that we have a set of points that belong to one of two categories and we draw a 
non-linear plane through the space dividing the data into two pieces. Everything 
above the plane is classified as one category and everything below the plane 
is classified as the other. The plane itself is an interpolated spline-like object 
that is based on a few selected data points—the support vectors—that must be 
found.

The plane chosen is that which has the maximum distance from all points 
possible. The points at the boundary of this space form the support vectors. 
In practice, the classification problem may require multiple planes for a good 
result. As the space of all points gets divided into sections by a collection of 
planes, we may find that a few data points are isolated in one area. This is an-
other way of identifying outliers.

3.3.4  Random forest or decision trees

The decision tree is familiar perhaps from management classes where it is used 
to structure decision making. At the base of the tree is some decision to be 
made. At each branching, we ask some question that is relatively easy to an-
swer. Depending on the answer, we go down one branch as opposed to another 
and eventually reach a point on the tree that has no more branches, a so-called 
leaf node. This leaf node represents the right answer to the original decision.

Fig. 3.12 illustrates this using a toy example. The question is whether the 
equipment needs maintenance or not. The left-hand tree starts by analyzing the 
equipment age in years. If this is larger than 10 years, we go down the left-hand 
path and otherwise the right-hand path. The left-hand path terminates at a leaf 
node with the value 1. The right-hand path leads to a secondary question where 

FIGURE 3.11  A support vector machine draws a line through a dataset dividing one cat-
egory from another as efficiently as possible.
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we ask for the number of starts of the equipment. If this is larger than 500, we 
go down that left-hand path leading us to the number 1/2 and otherwise we go 
down the right-hand path leading to the number 1/3. The number that we end up 
with is just a numerical score for now.

The numerical score now needs to be interpreted, which is usually done by 
thresholding, that is, if the score is greater than some fixed threshold, we decide 
that the equipment needs preventative maintenance and otherwise we decide 
that it can operate a little longer without inspection. This is an example of a deci-
sion tree in the industrial context (Breiman, Friedman, Olshen, & Stone, 1984).

We can combine several decision trees into a single decision-making ex-
ercise. Fig. 3.12 displays a second tree that operates in the same way. Having 
gone through all the trees, we add up the scores and threshold the final result. If 
the left tree leads to ½ and the right tree leads to 1, then the total is a score of 3/2. 
This combination of several decision trees is called a random forest.

Constructing the trees, their structures, the decision factors at each branch-
ing, and the values for each branching are the model parameters that must be 
learnt from data. There are sophisticated algorithms for this that have seen sig-
nificant evolution in recent years making random forest one of the most suc-
cessful techniques for classification problems. Incidentally, the forest is far from 
random, of course. The forest is carefully designed by the learning method to 
give the best possible classification result possible. Random forests can also be 
used for regression tasks, but they seem to be better suited to classification tasks.

3.3.5  Self-organizing maps (SOM)

A self-organizing map (SOM) is an early machine learning technique that was 
invented as a visualization aid for the human expert (Kohonen, 2001). Roughly, 
it belongs to the classification kind of techniques as it groups or clusters data 
points by similarity. The idea is to represent the dataset with special points that 
are constructed by the learning method in an iterative manner. These special 

FIGURE 3.12  An example of two decision trees that can be combined into a random forest.
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points are mapped on a two-dimensional grid that usually has the topology of a 
honeycomb. The topology is important because the learning, that is, the moving 
around of the special points, occurs over a certain neighborhood of the special 
point under consideration.

When this process has converged, the special points are arrayed in the topol-
ogy in a certain way. Any point in the dataset is associated with the special point 
that it is closest to in the sense of some metric function that must be defined for 
the problem at hand. This generates a two-dimensional distribution of the entire 
data. It is now usually a task for the human expert to look at this distribution 
and determine to what extent the cells in the topology (the honeycomb cells) are 
similar to each other. Frequently it turns out that several cells are very similar 
and can be associated with the same macroscopic phenomenon.

For example, in Fig. 3.13 we begin with a topology of 22 honeycomb cells. 
Having done the learning and the human examination, it is determined that 
there are only four macroscopically relevant clusters present. Each cluster is 
represented by several cells. These cells can either have a more subtle meaning 
within the larger group, or they can simply be a more complex representation 
of a single cluster than one special point; as one would do using algorithms like 
k-means clustering (Seiffert & Jain, 2002).

Ultimately, when one encounters a new data point, one would compute the 
metric distance between it and all the special points learnt. The special point 
closest to the new point is its representative and we know which cluster it be-
longs to. The SOM method has turned out to be a very good classification meth-
od in its own right. In addition to this however, the current position of a system 
can be plotted on the graphic and one can see the temporal evolution on the state 
chart, which is an elegant visual aid for any human working with the data source.

3.3.6  Bayesian network and ontology

Bayesian statistics follows a different philosophy than standard statistics and 
this has some technical consequences (Gelman, Carlin, Stern, & Rubin, 2004). 

FIGURE 3.13  An example of a self-organizing map.
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Without going into too much detail, standard statistics assesses the probability 
of an event by the so-called frequentist approach. We will need to collect data 
as to how frequently this event occurs and does not occur. Usually, this is no 
problem but sometimes the empirical data is hard to come by, events are rare or 
very costly, and so on.

Bayesian statistics concerns itself with the so-called degree of belief. This 
encapsulates the amount of knowledge that we have. If we manage to gather 
additional knowledge, then we may be able to update our degree of belief and 
thereby sharpen our probability estimate. The probability distribution after the 
update is called the posterior distribution. There is a specific rule, Bayes theo-
rem, on how to perform this updating and there is no doubt or difficulty in its ap-
plication. The tricky part is establishing the probability distribution at the very 
beginning, the prior distribution. Usually we assume that all events are equally 
likely if we have no knowledge at all or we might prime the probabilities using 
empirical frequencies if we do have some knowledge.

Supposing that we have gathered quite a bit of knowledge about the general 
situation, we can start to create multiple conditional probability distributions. 
These are conditional on knowing or not knowing certain information.

Let's take the case of a root-cause analysis for a mechanical defect in a gas 
turbine, see Fig.  3.14. We know from past experience that certain measure-
ments provide important information relating to the root cause of this problem, 
for example, the axial deviation, which is the amount of movement of the rotor 
away from its engineered position. This, in turn, is influenced by the bearing 
temperature and the maximum vibration. These two factors are influenced by 
other factors in turn. We can build up a network of mutually influencing events 
and factors. At one end of this matrix are the events we are concerned about 
such as the mechanical defect. At the other end are the events we can directly 
cause to happen such as the addition of lubricant into the system.

FIGURE 3.14  A very simple example of a Bayesian network for deciding on the root cause 
of a mechanical defect in a turbine.
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Based on our past experience we can establish that if the maximum vibration 
is above a certain limit, the chance of a rotor imbalance increases by a certain 
amount, and so on for all the other factors. We can then use statistics to obtain 
a conditional probability distribution for the mechanical defect as a function 
of all the factors. This cascading matrix of conditional probabilities is called 
a Bayesian network (Scutari and Denis, 2015). Once we have this network, it 
can be used like so: Initially, the chance of a mechanical defect is very small; 
we assess this from the frequency of observations of such defects. Then we en-
counter a high bearing temperature and a high vibration for a low rotation rate. 
Combining this information using the various conditional probabilities updates 
our probability of defect. If this is sufficiently high, we may release an alarm 
and give a specific probability for a problem. We can also compute what effect 
it would have on the probability if we added lubricant and, based on the result, 
may issue the recommendation for this specific action.

Please note that this is very different from an expert system. An expert sys-
tem looks similar at first glance, but it is a system of rules written by human 
experts as opposed to the Bayesian network that is generated by an algorithm 
based on data. The expert system has the advantage that all components are 
designed by people who deeply understand the system. However, combinations 
of rules often have logical consequences that were not intended by those experts 
and these are difficult to detect and prevent. Due to this complexity, expert 
systems have usually failed to work, or at least be commercially relevant given 
all the effort that flows into them. At present, expert systems are considered 
an outdated technology. In comparison, Bayesian networks are constructed au-
tomatically and therefore can be updated automatically as new data becomes 
available. An understanding of each individual link in the chain is possible, just 
like an expert system, but the totality of a network can usually not be under-
stood, as a practical network is usually quite large.

Bayesian networks are great as decision support systems. How much will 
this factor contribute to an outcome? If we perform this activity, how much 
will the risk decrease? In our asset intensive industry, the main use cases are: 
(1) root-cause analysis for some problem, (2) deciding what to do and to avoid 
based on a concrete numerical target value, (3) scenario planning as a reaction 
to changes in consumer demand, market prices, and other events in the larger 
world.

A related method is called an ontology (Ebrahimipour and Yacout, 2015). 
This is not a method of machine learning but rather a way to organize human 
understanding of a system. We may draw a tree-like structure where a branch 
going from one node to another has a specific meaning such as “is a.” For ex-
ample, the root node could be “rotating equipment.” The node “turbine” then 
has a link to the root node because a turbine is an example of a rotating equip-
ment. The nodes “gas turbine,” “steam turbine,” or “wind turbine” are all ex-
amples of a turbine. This tree can be extended both by adding more nodes as 
well as adding other types of branches such as “has a” or “is a part of” and so 
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on. Having such a structure allows us to draw certain inferences on the fly. For 
example, being told that something is a gas turbine, immediately tells us that 
this object is a rotating equipment that has blades, requires fuel, and generates 
electricity and so on. This can be used practically in many asset management 
tasks. Combined with the Bayesian network approach, it reveals causal links 
between parts of an asset.

3.4  Training and assessing a model

In training any model, we use empirical data to tune the model parameters such 
that the model fits best to the data. That data is called the training data. Having 
made the model, we want to know how good the model is. While it is interesting 
how well it performs on the training data, this is not the final answer. We are 
usually much more concerned by how the model will perform on data it has not 
seen during its own construction, the testing data.

Some training algorithms not only the training data to tune the model param-
eters but, additionally, use a dataset to determine when the training should stop 
because no significant model performance improvement can be expected. It is 
common to use the testing data for this purpose. It then may become necessary 
to generate a third dataset, the validation data, for testing the model on data that 
was not used at all during training.

It is common practice therefore to split the original dataset into two parts. 
We generally use 70%–85% of the data for training and the remainder for test-
ing. Fig. 3.15 illustrates this process.

The choice of which data goes into the training or testing datasets needs to 
be made carefully because both datasets should be representative and signifi-
cant for the problem at hand. Often, these are chosen randomly, and so chances 
are that some unintended bias enters the choice. This gave birth to the idea of 

FIGURE 3.15  The full dataset must be split into data to be used for model training and data 
to be used for testing the model's performance.
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cross-validation, which is the current accepted standard for demonstrating a 
model's performance.

The original dataset is divided into several, roughly equally sized, parts. It is 
typical to use 5 or 10 such parts and they are called folds. Let's say that we are 
using N  folds. We now construct N  different training datasets and N  different 
testing datasets. The testing datasets consists of one of the folds and the training 
datasets consist of the rest of the data. Fig. 3.16 illustrates this division.

We now go through N  distinct trainings, resulting in N  distinct models. 
Each model is tested using its own testing dataset. The performance is now 
estimated to be the average performance over all the trained models. Generally, 
only the best model is kept but its performance has been estimated in this aver-
aged fashion. This way of assessing the performance is more independent of the 
dataset bias than assessing it using any one choice of testing dataset and so it is 
the expected performance estimation method.

Having done all this, we could get the idea that we could use all N  models, 
evaluate them all in each real case and take the average of them all to be the 
final output of an overarching model. This is a legitimate idea that is called an 
ensemble model. The ensemble model consists of several fully independent 
models that may or may not have different architectures and that are averaged 
to yield the output of the full model. These methods are known to perform bet-
ter on many tasks as compared to individual models, at least in the sense of 
variance. However, it comes at the expense of resources as several models must 
not only be trained but maintained and executed in each case. Especially for 
industrial applications, that often require real-time model execution, this may 
be prohibitive.

It is important to mention that the model and the training algorithm usually 
have some fixed parameters that a data scientist must choose prior to training. 
An example is the number of layers of a neural network and the number of 

N

NN

N

N

N

FIGURE 3.16  An illustration of how to divide the full dataset into folds for cross-validation.
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neurons in each layer. Such parameters are called hyperparameters. It is rare 
indeed that we know what values will work best in advance. In order to achieve 
the best overall result, we must perform hyperparameter tuning. Often this is 
done in a haphazard trial-and-error method by hand because we do not want to 
try too many combinations. After all, we should ideally perform the full cross-
validation for each choice and each one of those involves several model train-
ings. All this training takes time. It is possible however to perform automated 
hyperparameter tuning by using an optimization algorithm. If model perfor-
mance is very important and we have both time and resources to spare, hyper-
parameter tuning is a very good way to improve model performance. Once this 
has been exhausted, there is little more one can do.

3.5  How good is my model?

On a weekly basis, we read of some new record of accuracy of some algorithm 
in a machine learning task. Sometimes it's image classification, then it's regres-
sion, or a recommendation engine. The difference in accuracy of the best model 
or algorithm to date from its predecessor is shrinking with every new advance.

A decade ago, accuracies of 80% and more were already considered good on 
many problems. Nowadays, we are used to seeing 95% already in the early days 
of a project. Getting (1) more sophisticated algorithms, (2) performing labori-
ous hyperparameter tuning, (3) making models far more complex, (4) having 
access to vastly larger data sets, and last—but certainly not least—(5) making 
use of incomparably larger computer resources has driven accuracies to 99.9% 
and thereabouts for many problems.

Instinctively, we feel that greater accuracy is better and all else should be 
subjected to this overriding goal. This is not so. While there are a few tasks for 
which a change in the second decimal place in accuracy might actually matter, 
for most tasks this improvement will be irrelevant—especially given that this 
improvement usually comes at a heavy cost in at least one of the above five 
dimensions of effort.

Furthermore, many of the very sophisticated models that achieve extremely 
high accuracies are quite brittle and thus vulnerable to unexpected data inputs. 
These data inputs may be rare or forbidden in the clean data sets used to produce 
the model, but strange inputs do occur in real life all the time. The ability for a 
model to produce a reasonable output even for unusual inputs is its robustness 
or graceful degradation. Simpler models are usually more robust and models 
that want to survive the real world must be robust.

A real-life task of machine learning sits in between two great sources of 
uncertainty: Life and the user. The data from life is inaccurate and incom-
plete. This source of uncertainty is usually so great that a model accuracy dif-
ference of tens of a percent may not even be measurable in a meaningful way. 
The user who sees the result of the model makes some decision on its basis 
and we know from a large body of human-computer-interaction research that 
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the user cares much more about how the result is presented, than the result 
itself. The usability of the interface, the beauty of the graphics, the ease of 
understanding and interpretability count more than the sheer numerical value 
on the screen.

In most use cases, the human user will not be able to distinguish a model 
accuracy of 95% from 99%. Both models will be considered “good” meaning 
that they “solve” the underlying problem that the model is supposed to solve. 
The extra 4% in accuracy are never seen but might have to be bought by many 
more resources both initially in the model-building phase as well as in the on-
going model execution phase. This is the reason we see so many prize-winning 
algorithms from competitions never being used in a practical application. They 
have high accuracy but either this high accuracy does not matter in practice or 
it is too expensive (complexity, project duration, financial cost, execution time, 
computing resources, etc.) in real operations.

We must not compare models based on the simplistic criterion of accuracy 
alone but measure them in several dimensions. We will then achieve a balanced 
understanding of what is “good enough” for the practical purpose of the under-
lying task. The outcome in many practical projects is that we are done much 
faster and with less resources. Machine learning should not be perfectionism 
but pragmatism.

3.6  Role of domain knowledge

Data science aims to take data from some domain and come to a high-level de-
scription or model of this data for practical use in solving some challenge in that 
domain. How much knowledge about the domain does the data scientist have to 
have to do a good job?

Before starting on a data science project, someone must define (1) the pre-
cise domain to focus on, (2) the particular challenge to be solved, (3) the data 
to be used, and (4) the manner in which the answer must be delivered to the 
beneficiary. All four of these aspects are not data science in themselves but 
have significant impact on both the data science and the usefulness of the entire 
effort. Let's call these aspects the framework of the project.

While doing the data science, the data must be assessed for its quality: preci-
sion, accuracy, representativeness, and significance.

•	 Precision: How much uncertainty is in a value?

•	 Accuracy: How much deviation from reality is there?

•	 Representativeness: Does the dataset reflect all relevant aspects of the do-
main?

•	 Significance: Does the dataset reflect every important behavior/dynamic in 
the domain?

In seeking a high-level description of the data, be it as a formulaic model or 
some other form, it is practically expedient to be guided by existing descriptions 
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that may only exist in textual, experiential, or social forms, that is, in forms 
inaccessible to structured analysis. In real projects we find that data science 
often finds (only) conclusions that are trivial to domain experts or does not find 
a significant conclusion at all. Incorporating existing descriptions will prevent 
the first and make the second apparent a lot earlier in the process.

It thus becomes obvious that domain knowledge is important both in the 
framework as well as the body of a data science project. It will make the project 
faster, cheaper, and more likely to yield a useful answer.

This situation is beautifully illustrated by the famous elephant parable. Sev-
eral blind persons, who have never encountered an elephant before, are asked 
to touch one and describe it. The descriptions are all good descriptions, given 
the experience of each person, but they are all far from the actual truth, because 
each person was missing other important data, see Fig. 3.17.

This problem could have been avoided with more data or with some contex-
tual information derived from existing elephantine descriptions. Moreover, the 
effort might be better guided if it is clear what the description will be used for.

A domain expert typically became an expert by both education and experi-
ence in that domain. Both imply a significant amount of time spent in the do-
main. As most domains in the commercial world are not freely accessible to the 
public, this usually entails a professional career in the domain. This is a person 
who could define the framework for a data science project, as they would know 
what the current challenges are and how they must be answered to be practi-
cally useful, given the state of the domain as it is today. The expert can judge 
what data is available and how good it is. The expert can use and apply the 
deliverables of a data science project in the real world. Most importantly, this 
person can communicate with the intended users of the project's outcome. This 

FIGURE 3.17  The parable of the six blind people trying to describe an elephant by touching 
part of it.
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is crucial, as many projects end up being shelved because the conclusions are 
either not actionable or not acted upon.

A data scientist is an expert in the analysis of data. Becoming such an expert 
also requires a significant amount of time spent being educated and gaining 
experience. Additionally, the field of data science is developing rapidly, so a 
data scientist must spend considerable time keeping up with innovations. This 
person decides which of the many available analysis methods should be used 
in this project and how these methods are to be parametrized. The tools of the 
trade (usually software) are familiar to this person, and he or she can use them 
effectively. Model quality and goodness-of-fit are evaluated by the data sci-
entist. Communication with technical persons, such as mathematicians, com-
puter scientists, and software developers, can be handled by the data scientist 
(Fig. 3.18).

The expectation that a single individual would be capable of both roles is 
unrealistic, in most practical cases. Just the requirement of time spent, both in 
the past as well as regular upkeep of competence, prohibits dual expertise. In 
some areas it might be possible for a data scientist to learn enough about the do-
main to make a good model, but assistance would still be needed in defining the 
challenge and communicating with users, both of which are highly non-trivial. 
It may also be possible for a domain expert to learn enough data science to 
make a reasonable model, but probably only when standardized tools are good 
enough for the job (Fig. 3.19).

If there are two individuals, they can get excellent results quickly by good 
communication. While the domain expert (DE) defines the problem, the data 
scientist (DS) chooses and configures the right toolset to solve it. The repre-
sentative, significant, and available data are chosen by the DE and processed 
by the DS. The DS builds the tool (that might involve programming) for the 

FIGURE 3.18  The difference in roles between a data scientist and a domain expert.
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task given the data, and the DE uses the tool to address the challenge. Hav-
ing obtained a model, the DS can spot over-fitting, where the model has too 
many parameters so that it effectively memorizes the data, leading to excellent 
reproduction of training data, but poor ability to generalize. The DE can spot 
under-fitting, where the model provides too little accuracy or precision to be 
useful or applied in the real world. The DS can isolate the crucial data in the 
dataset needed to make a good model; frequently this is a small subset of all the 
available data. The DE then acts on the conclusions by communicating with 
the users of the project and makes appropriate changes. The DS approaches the 
project in an unbiased way, looking at data just as data. The DE approaches 
the project with substantial bias, as the data has significant meaning to the DE, 
who has pre-formed hypotheses about what the model should look like. It is 
important to note that bias, in this context, is not necessarily a detriment to the 
effort.

It is instructive to think what the outcome can be if we combine a certain 
amount of domain knowledge with a certain level of data science capability. 
The vision below is the author's personal opinion but is probably a reasonable 
reflection of what is possible today.

First, for the sake of this discussion, let's divide domain knowledge into 
four levels: (1) Awareness is the basic level where we are aware of the nature 
of the domain. (2) Foundation is knowing what the elements in the domain do, 
equivalent to a theoretical education. (3) Skill is having practical experience 
in the domain. (4) Advanced is the level where there is little left to learn and 
where skill and knowledge can be provided to other people, that is, this person 
is a domain expert.

Similarly, we can divide up data science into five levels: (1) Data is where 
we have a table or database of numbers. We can do little more than draw 

FIGURE 3.19  A project is much more likely to succeed if a domain expert and data scientist 
collaborate.
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diagrams with this. (2) Information is where we have descriptive statistics about 
the available data, such as correlations and clusters. (3) Knowledge is when we 
have some static models. (4) Understanding is when we have dynamic models. 
The distinction between static and dynamic models is whether the model in-
corporates the all-important variable of time. A static model makes a statement 
about how one part of the process affects another, whereas a dynamic model 
makes additional statements about how the past affects the future. (5) Wisdom 
is when we have both dynamic models and pattern recognition, for now we can 
tell what will happen when.

In Fig. 3.20 are several technologies that exist today ordered by the level 
of data science that they represent and the amount of domain knowledge that 
was necessary to create them. There are no technologies in the upper left of the 
diagram because one cannot make such advanced data science with so little 
domain knowledge.

In conclusion, data science needs domain knowledge. As it is unreasonable 
to expect any one person to fulfill both roles, we are necessarily looking at a 
team effort.

3.7  Optimization using a model

We train a machine learning model by adjusting its parameters such that its 
performance—the least-squares difference between model output and expected 
output—is a minimum. Such a task is called optimization and methods that do 
this are called optimization algorithms. Every training algorithm for a model is 
an example of an optimization algorithm. Usually these algorithms are highly 
customized to the kind of machine learning model that they deal with. We will 
not treat these methods as that level of detail is beyond the scope of the book.

There are also some general-purpose optimization algorithms that work on 
any model. These methods can be used on the machine learning model that 
was just made. If we have a model for the efficiency of a gas turbine, for ex-
ample, as a function of a multitude of input variables, then we can ask: How 
should the input variables be modified in order to achieve the maximum pos-
sible efficiency? This is a question of process optimization or advanced process 
control, which is also sometimes—strangely—called statistical process control 
(Coughanowr, 1991; Qin and Badgwell, 2003).

For the sake of illustration, let's say that we have only two manipulated vari-
ables that we can change in order to affect the efficiency. Fig. 3.21 is a contour 
plot that illustrates the situation. The horizontal and vertical directions are the 
two manipulated variables. The efficiency resulting from these is displayed in 
contour lines just like on a topographical map. The points labeled A, B, and C 
are the peaks in the efficiency.

Any practical problem has boundary conditions, that is, conditions that pre-
vent us from a particular combination of manipulated variables. These usually 
arise from safety concerns, physical constraints, or engineering limitations and 
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FIGURE 3.20  More is possible if sophisticated domain knowledge is combined with deep data science expertise.
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are indicated by the dashed lines. The peak labeled A for instance is not allowed 
due the boundary conditions.

The starting point in the map is the current combination of manipulated 
variables. Whatever we do is a change away from this point. What is the best 
point? It is clearly either B or C. The resolution of the map does not tell us but 
in practice these two efficiencies may be quite close to one another. This is like 
a car's GSP choosing one route over another because it computes one path to be 
a few seconds shorter. Whichever point we choose to head for, the next task is 
to find the right path. In terms of efficiency this is perpendicular to the contour 
lines, that is, the steepest ascent.

Computing these actions in advance, with the appropriate amount of time 
that is needed in between variable changes, is the purpose of the optimiza-
tion. Then the actions can be realized in the physical process and the efficiency 
should rise as a result.

There is a special case of optimization where the objective is a linear func-
tion of all the measurable variables. This is known as linear programming and 
is displayed in Fig. 3.22. The boundary conditions, or constraints, define a re-
gion that contains all the points allowed. We can prove that the best solution is 
on the boundary of the region and solving such problems is relatively simple 
and fast. Linear optimization problems are routinely solved in the oil and gas 
industry, particularly in financial optimization, for example, how much of each 
refinery end product to make during any one week in a refinery.

So, we have a model y f x)(=  where the function �f )(  is potentially a 
highly complex machine learning model, x  is potentially a long vector of vari-
ous measurements, and y  is the target of the optimization, that is, the quantity 
that we want to maximize. Of the elements of x , there will be some that the 

y=fx_

f⋯

x_
y
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FIGURE 3.21  A contour plot for a controlled variable like efficiency in terms of two ma-
nipulated variables.
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operators of the facility can change at will. These are called set-points because 
we can set them. There will also be values that are fixed by powers that are 
completely beyond our control, for example, the weather, market prices, raw 
material qualities and other factors determined outside our facility. These are 
fixed by the outside world and so correspond to constraints.

Now we can ask: What are the values of the set-points, given all the bound-
ary conditions and constrained values, that lead to the largest possible value of 
y? This is the central question of optimization. Let us call any setting of the set-
points that satisfies all boundary conditions, a solution to the problem. We then 
seek the solution with the maximum outcome in y.

One of the most general ways of answering this question is the method of 
simulated annealing. This method starts from the current setting of the set-
points. We then consider a random change in the vector of set-points such that 
this second point is still a solution. If the new point is better than the old, we 
accept the change. If it is worse, we accept it with a probability that starts off 
being high and that gradually decreases over the course of the iterations. We 
keep on making random changes and going through this probabilistic accep-
tance scheme. Once the value of the optimization target does not change any-
more over some number of iterations, we stop the process and choose the best 
point encountered over the entire journey. See Fig. 3.23 for an illustration of a 
possible sequence of points in search for the global minimum.

This method provably converges to the best possible point (the global opti-
mum). Even if we cut off the method after a certain finite amount of resources 
(such as computation time or number of transitions) has been spent on it, we 
can rely on the method having produced a reasonable improvement relative to 
the resources spent.

y

y

FIGURE 3.22  Linear optimization illustrated as a region bounded by constraints with the 
optimal points necessarily on the border.
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There are a few fine points of simulated annealing and there is much discus-
sion in the literature on how to calculate the probability of accepting a tempo-
rary change for the worse, how to judge if the method has converged, how to 
generate the new trial point and so on (Bangert, 2012).

3.8  Practical advice

If you want to perform a machine learning project in real-life, here is some 
advice on how to proceed.

First, all the steps outlined in Section 2.10 should be followed so that you 
have a clean, representative, significant dataset and you are clear on what you 
want as the final outcome and how measure whether it is good enough for the 
practical purpose.

Second, as mentioned in Section 3.6 it is a good idea to conduct such a proj-
ect with more than one person. Without going into too much detail here, you 
may need a small team consisting of one or several of these persons: an equip-
ment operator, a maintenance engineer, a process engineer, a process control 
specialist, a person from the information technology (IT) department, a sponsor 
from higher management, a data scientist, and a machine learner. From practi-
cal experience, it is virtually impossible to do such a project by oneself.

Third, select the right kind of mathematical modeling approach to solve 
your problem. Several popular ones were outlined earlier. There are more but 
these represent most models applied in practice. You may ask yourself the fol-
lowing questions:

FIGURE 3.23  Simulated annealing illustrated as a sequence of jumps, sometimes for the bet-
ter and sometimes for the worse, eventually converging on the global minimum.
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1.	 Do you need to calculate values at a future time? You will probably get the 
best results from a recurrent neural network such as an LSTM as it is de-
signed to model time dependencies.

2.	 Do you need to calculate a continuous number in terms of others? This is the 
standard regression problem and can be reliably solved using deep neural 
networks.

3.	 Do you need to identify the category that something belongs to? This is clas-
sification and the best general classification method is random forest.

4.	 Do you need to compute the likelihood that something will happen (risk 
analysis) or has happened (root-cause analysis)? Bayesian networks will do 
this very nicely.

5.	 Do you need to do several of these things? Then you will need to make more 
than one model.

Fourth, every model type and training method has settings. These are the 
hyperparameters as the model coefficients are usually called the parameters. 
Having selected the model type, you will now have to set the hyperparameters. 
This can be done by throwing resources at the issue and doing an automated 
hyperparameter tuning in which a computer tries out many of them and selects 
the best. If you have the time to do this, do it. If not, you will need to think the 
choices through carefully. The main consideration is the bias-variance-com-
plexity trade-off that mainly concerns those hyperparameters that influence how 
many parameters the model has.

Fifth, perform cross-validation as described in Section 3.4 to calculate all 
the performance metrics you have chosen correctly. This will get you an objec-
tive assessment of how good your model is as described in Section 3.5.

Sixth, if your goal was the model itself, then you now have it. However, if 
your goal is to derive some action from the model, you now need to compute that 
action using the model and this usually requires an optimization algorithm as 
described in Section 3.7. Several such are available but simulated annealing has 
several good properties that make it an ideal candidate for practical purposes.

Seventh, communicate your results to the rest of the team and to the wider 
audience in a way that they can understand it. You may need the domain experts 
to help you do this properly. This audience may need to change their long-estab-
lished ways based on your results, and they may not wish to do so. The implied 
change management in this communication is the most difficult challenge of the 
entire project. In my personal experience this is the cause of failure in almost all 
failed data science projects in the industry, which is why we will address this at 
length in other chapters of this book.
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Chapter 4

Introduction to Machine 
Learning in the Oil and Gas 
Industry

Patrick Bangert
Artificial Intelligence Team, Samsung SDSA, San Jose, CA, United States; algorithmica 
technologies GmbH, Küchlerstrasse 7, Bad Nauheim, Germany

This chapter will attempt to provide an overview over some of the practical ap-
plications that machine learning has found in oil and gas. The aim of the chapter 
is twofold: First, it is to show that there are many applications that are realistic 
and have been carried out on real-world assets, that is, machine learning is not a 
dream. Second, the status of machine learning in oil and gas is in its early days 
as the applications are specialized and localized. It must be stated clearly that 
most of the studies done, have been done at universities and that the applica-
tions fully deployed in commercial companies are the exception. This chapter 
makes no attempt at being complete or even representative of the work done. 
It just provides many starting points for research on use cases and presents an 
overview. There are some use cases that attract a vast number of papers and this 
chapter will present such use cases with just one or a few exemplary papers 
chosen at random.

This chapter can be used as a starting point to searching for literature on a 
specific application case and as an overview over the fact that there are a great 
many different use cases in oil and gas for machine learning both in terms of the 
type of use as well as the area of application. Some review papers have already 
appeared on this topic that also provide a good overview (Mohammadpoor & 
Torabi, 2018; Balaji et al., 2018; Hanga and Kovalchuk, 2019; Li, Yu, Cao, Tian, 
& Cheng, 2020; Nguyen, Gosine, & Warrian, 2020).

4.1  Forecasting

Most data in the oil and gas industry is in the form of a time-series. That is 
a series of values for the same measurement obtained at regular intervals of 
time. For such data, we are often interested in future values and this is called 
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forecasting. We may, for instance, want to forecast production in unconven-
tional wells (Cao et al., 2016), in wet gas shale (Anderson et al., 2016), or in 
general (Sheremetov, González-Sánchez, López-Yáñez, & Ponomarev, 2013; 
Bikmukhametov and Jäschke, 2019). More long-term, we may want to forecast 
the ultimate recovery (EUR) for horizontal shale wells (Gaurav, 2017).

Forecasting can lead to immediate action in a kind of process control ap-
plication. An example is the modeling of lost circulation while drilling. This 
is a major expense, can be forecasted, and thereby mitigated (Al-Hameedi 
et al., 2018).

Financially speaking, the oil price itself can be forecasted for better fi-
nancial planning and investment (Dimitriadou, Gogas, Papadimitriou, & 
Plakandaras, 2019).

It is possible to forecast the need for flaring (Giuliani et al., 2019), which 
leads to an advanced process control method to mitigate and avoid flaring. This 
is significant as flaring is one of the most wasteful processes of the modern age 
accounting for as much as 25% of the natural gas consumption in the United 
States. An effective flare-reducing method would contribute tremendously to-
ward an effort to curb climate change.

4.2  Predictive maintenance

The general topic of predictive maintenance features largely in the popular 
literature and discussion in the industry. In that phrase, the word “predictive” 
means different things to different people.

On the one hand, it means forecasting an event. That is, we calculate at what 
time in the future something will happen and alert the operator to that future 
fact. In that sense, prediction is a synonym for forecast.

On the other hand, it sometimes means recognizing an event. That is, we 
calculate that there is something worrisome going on right now. In that sense, 
prediction is a synonym for computation. This use case is often called anomaly 
detection. For marketing reasons, many products offered under the label predic-
tive maintenance, deliver anomaly detection or some form of advanced condi-
tion monitoring. Anomaly detection can be done in an unsupervised way as 
discussed in a whole book (Aldrich and Auret, 2013).

It is worthwhile to be aware of these different usages of the term so that 
one can be careful when reading texts about some technologies. In the context 
of this book, predictive maintenance will be used in the sense of forecasting 
something in the future whereas anomaly detection will be used in the context 
of detecting something going on now. The two are clearly very distinct use 
cases because predictive maintenance allows you to prepare, plan, and execute 
an action before the forecasted moment comes to pass, that is, it allows you to 
prevent the failure event. For this reason, the forecast must be made a macro-
scopic amount of time into the future—a forecast by several seconds is usually 
useless.
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General methods for forecasting problems in refineries are studied (Su-
ursalu, 2017; Helmiriawan, 2018). Problems with electric submersible pumps 
can be forecasted (Kandziora,  2019). Generally, one may trace and forecast 
the remaining useful life of a physical asset (Fauzi, Aziz, & Amiruddin, 2019; 
Animah and Shafiee, 2018). Forecasting can be combined with the diagnosis of 
what failure mechanism will be present as illustrated by the case of sucker rod 
pumps (Bangert and Sharaf, 2019).

Anomaly detection has led to many more publications and applications in 
the industry. Here is a short list of a few use cases:

•	 Pipeline defects (Mohamed, Hamdi, & Tahar, 2015a; Layouni, Hamdi, & 
Tahar, 2017) and using long-range ultrasound (Akrama, Isa, Rajkumar, & 
Lee, 2014).

•	 Leak detection (Ahn, Kim, & Choi, 2019).

•	 General drilling operations (Kejela, Esteves, & Rong,  2014; Noshi & 
Schubert, 2018).

•	 Monitoring the bottom-hole pressure during drilling (Sui, Nybø, Gola, Ro-
verso, & Hoffmann, 2011; Ignatov, Sinkov, Spesivtsev, Vrabie, & Zyuz-
in, 2018).

•	 Offshore facility architecture (Tygesen, Worden, Rogers, Manson, & 
Cross, 2019).

•	 Structural health (Farrar and Worden, 2013).

•	 Artificial lift problems (Pennel, Hsiung, & Putcha, 2018).

•	 Corrosion detection (Chern-Tong and Aziz, 2016; Zukhrufany, 2018).

•	 Gas turbines (Yan and Yu, 2019; Bangert, 2020).

•	 Exhaust fan (Amruthnath and Gupta, 2018).

•	 Multiphase flow meters (Barbariol, Feltresi, & Susto, 2020).

•	 Rotating equipment in general (Bangert, 2017a,b).

Once the problem is recognized, we can employ recommended systems to 
decide what to do about it (Madrid and Min, 2020).

In modeling some mechanisms, it is sometimes necessary to choose which 
feature (input variables) to choose among many that are available. One inter-
esting study chooses to use self-organizing maps to help humans make the se-
lection, and neural networks to do the actual modeling (Mohamed, Hamdi, & 
Tahar, 2015b). Clever uses of multiple machine learning methods in sequence to 
approach a single problem are an excellent way to approach complex situations.

With some insight as to which equipment is in what state and can be ex-
pected run, a plant may want to schedule planned outages in the best possible 
way so that it can conduct all the necessary maintenance measures in that same 
outage. It is undesirable to maintain something too early. On the other hand, 
one also does not want something to fail a few weeks after a major outage. 
Good scheduling as well as good planning of measures is critical in keeping the 
plant running in between major planned outages. These events can be scheduled 
and planned by models (Dalal, Gilboa, Mannor, & Wehenkel, 2019). Dynamic 
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decision making in the context of predictive maintenance can also be supported 
by models (Susto, Schirru, Pampuri, McLoone, & Beghi, 2015).

In studying predictive maintenance in all its forms, it is important to dis-
tinguish a drifting sensor from a real change in signal. All physical sensors 
will drift over time and need to occasionally be recalibrated. This effect may 
lead either to seemingly abnormal conditions or happen so gradually as to re-
define what a model might consider normal. In any case, telling the difference 
is important and this too can be done with analytics (Zenisek, Holzinger, & 
Affenzeller, 2019).

After anomaly detection is done, we naturally ask what type of anomaly it 
is. This is asking for the failure mode, the physical location, the type of prob-
lem or generally for some sort of description or diagnosis of what is going on. 
Ultimately, this would lead to a maintenance measure plan in which certain 
individuals will be sent on site with tools and spare parts to perform a task. We 
must know the task to plan for the people, tools, and parts to be on hand at the 
right time. The issue of diagnosis is important (Jahnke, 2015).

The diagnosis of a physical fault is challenging because training a model to 
recognize fault A as opposed to fault B requires a sufficient number of examples 
of all the possible faults. As equipment, fortunately, does not fail very often, 
most operators have a limited library of dataset for known faults—at least rela-
tive to the same make and model of equipment. In the cases where operators do 
have this data, one can use this to diagnose the problem automatically. An ex-
ample is rod pumps for which many operators have a large fleet of hundreds or 
thousands. As these pumps also fail once or twice a year, collecting the required 
dataset is no problem and diagnosis can be done accurately (Bangert,  2019; 
Sharaf et al., 2019).

4.3  Production

Machine learning is often used in decision support systems to assist a human 
decision maker to make the decision faster, more objectively, and utilizing more 
information. An example is deciding which enhanced oil recovery (EOR) meth-
od to employ (Alvarado et al., 2002; Muñoz Vélez, Romero Consuegra, & Ber-
dugo Arias, 2020). Having chosen the method, EOR needs to be used in the best 
way and its benefits predicted (Krasnov, Glavnov, & Sitnikov, 2017).

Waterflooding is a method by which water in injected into a reservoir to 
increase the pressure on the oil and thus increase production. The interaction 
between reservoir, water injection, and resultant oil production can be modeled 
well using generative adversarial networks (Zhong, Sun, Wang, & Ren, 2020).

A productive well produces a mixture of gas, oil, water, and, often, particu-
late matter such as sand. This mixture is usually called multiphase flow and we 
are interested in how much of this is in the form of oil, water, and gas. This is 
the job of the multiphase flow meter, which is a device installed on the wellhead. 
Such devices are expensive and fragile. There is a growing body of research on 
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substituting this device with a soft sensor, that is, a calculation based on more 
readily available measurements on the well. Some examples include a gas flow 
calculation (Ricardo, Jiménez, Ferreira, & Meirelles, 2018) and full virtual mul-
tiphase flow meters (Andrianov, 2018; Shoeibi Omrani, Dobrovolschi, Belfroid, 
Kronberger, & Munoz, 2018; Bikmukhametov and Jäschke, 2020) and classifi-
cation of the fluid regimes (Vahabi and Selviah, 2019). In pipelines, we may be 
interested in which phase (water, oil, gas) is present at any moment and place 
(Vahabi, 2019).

During its productive life, a well may leak some gas into the atmosphere 
circumventing the well itself. This gas is lost to production and contributes to 
climate change. This effect, known as gas migration, can be modeled, and thus 
mitigated (Montague, Pinder, & Watson, 2018).

As well ages over time, it generally produces less and less volume each year. 
This is the famous decline curve. There are some standard models of decline 
curves that are quite simple in their assumptions. Decline can also be modeled 
using more variables to achieve a better fit and thus ability to plan and support 
decision making (Aliyuda, Howell, & Humphrey, 2020).

Keeping a field in production requires generating electricity and this releases 
pollutants into the atmosphere. Modeling the amount of NOx released is im-
portant for regulatory approval as well as for the environment and can be done 
using machine learning methods (Si, Tarnoczi, Wiens, & Du, 2019).

4.4  Modeling physical relationships

Crude oil extracted from the ground is not a homogenous fluid but rather varies 
greatly depending on the geographical location. Many of the crude’s idiosyn-
crasies are characterized by the so-called PVT properties. The acronym PVT 
stands for pressure-volume-temperature and is a reference to the ideal gas law 
but these properties include more items such as gravity and molecular weight, 
bubble-point pressure, bubble-point oil formation volume factor, isothermal 
compressibility, undersaturated oil formation volume factor, oil density, dead 
oil viscosity, bubble-point oil viscosity, undersaturated oil viscosity, gas/oil in-
terfacial tension, and water/oil interfacial tension. All these properties can be 
computed using machine learning (El-Sebakhy et  al.,  2007; Ramirez, Valle, 
Romero, & Jaimes, 2017). Similarly, the dew-point pressure of a gas condensate 
can be computed (Majidi, Shokrollahi, Arabloo, Mahdikhani-Soleymanloo, & 
Masihia, 2014). The equivalent alkane carbon number of oil can be computed 
(Creton, Lévêque, & Oukhemanou, 2019).

For reservoir geologists, characterizing the reservoir is a major challenge. 
Machine learning can help by modeling a variety of sub-surface properties  
(Anifowose, 2009). Examples include the rock porosity and permeability 
(Helmy, Fatai, & Faisal,  2010; Berezovsky, Belozerov, Bai, & Gubaydullin, 
2019). Interpreting sub-surface data from a petrophysical point of view in order 
to determine if a region is worth drilling or not is a major task for exploration 
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and production companies and requires significant labor, which can largely be 
automated (Brown et al., 2008). After that, the location for the individual wells 
needs to be determined (Nwachukwu, Jeong, Sun, Pyrcz, & Lake, 2018). Vari-
ous risks in exploration must be combined and weighed to make decisions and 
these can be objectified (Silva et al., 2019). Fractures in shales can be detected 
using deep learning methods from image processing (Tian and Daigle, 2018). 
Rock facies can be classified (Zhang and Zhan, 2017).

Dead oil viscosity has been difficult to determine but can be successfully 
modeled using machine learning (Sinha, Dindoruk, & Soliman, 2020). Sodium 
glycinate solutions are often used to extract CO2 from flue gas emissions and 
thus cleaning the exhaust released to the atmosphere. We can model the solubil-
ity of CO2 in these solutions and thus optimize the extraction efficiency (Bagh-
ban and Bahadori, 2016).

4.5  Optimization and advanced process control

When drilling a well, we want to get to the bottom as fast as possible. The rate of 
penetration depends on many variables some of which can be controlled on the 
rig and some of which are inherent to the rock. Optimizing the rate is a complex 
task for real-time control (Wallace, Hegde, & Gray, 2015).

Deployment of advanced process control applications can be very work in-
tensive over larger fields. Machine learning can be used to cluster the wells into 
groups and then each group needs only one manual configuration. In this way, 
manual effort can be reduced significantly (Patel and Patwardhan, 2019).

Enhanced oil recovery (EOR) relies on a delicate hydrophilic-lipophilic 
balance that can be maintained using modeling systems (Baghban and Baha-
dori, 2016; Baghban et al., 2016). A modern popular method of EOR is to inject 
CO2 into the well to extract oil. This results in long-term storage of CO2 and is 
thus beneficial relative to climate change. The relationship between the injected 
and extracted volumes relative to the rock structure must be modeled to do this 
optimally (You et al., 2019).

Another important environmental task is removing sulfur from crude oil and 
this process can be made more efficient by modeling (Al-Jamimi, Al-Azani, & 
Saleh, 2018).

One of the most important aspects of advanced process control is to deal 
with variations in the process that occur due to outside influences that are not 
under the direct control of the operator. Such events need to be detected and 
corrected for by using the influence that the operator has. This happens for in-
stance when there are oscillations in the process (Dambros, Trierweiler, Faren-
zena, & Kloft, 2019) or swings in process pressure (Subraveti, Li, Prasad, & 
Rajendran, 2019).

The profitable running of a refinery requires careful scheduling of when it 
should produce which products. This is often done based on linear program-
ming optimization, but this relies on assumptions made by analysts. One can 
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optimize the whole situation using more complex modeling (Gao, Shang, Jiang, 
Huang, & Chen, 2014).

Optimization based on modeling is discussed in more detail and generality 
in Bangert (2012). The model that describes the process is made separately us-
ing machine learning. Having gotten this model, one can use an optimization 
method to derive the best action for accomplishing the goal at any one time. 
Simulated annealing is the best general-purpose optimization method for this 
purpose that is capable of running in resource constrained real-time applications.

4.6  Other applications

For an asset-heavy industry, assessing risks as a decision-support system and 
planning tool is important. Even risk assessment can be automated using ma-
chine learning. This can be done holistically by investigating incidence reports 
culminating is a risk matrix analysis (Kurian, Ma, Lefsrud, & Sattari, 2020). It 
can also be done in a target way by focusing on individual risk factors such as 
drive-off for a drilling rig (Paltrinieri, Comfort, & Reniers, 2019).

Most data in the oil and gas industry is in the form of time-series and so is 
structured data. Some data is also available in text documents and can be ana-
lyzed by natural language processing systems. An example is the extraction of 
risk event from text descriptions (Antoniak, Dalgliesh, Verkruyse, & Lo, 2016).

The oil and gas industry is severely influenced by the price of oil and gas, 
which are commodity prices available on public marketplaces and known to 
all. These prices are influenced heavily by changes in production brought about 
by engineering and maintenance events as well as by exploration and drilling 
operations that uncover new sources. Perhaps an even larger influence is inter-
national politics and warfare. It is therefore a difficult proposition to forecast 
the economic value of a region’s oil and gas exports for any length of time. 
Nonetheless this has been attempted with some success (Windarto, Dewi, & 
Hartama, 2017). One may also attempt to model the oil price directly (Gao and 
Lei, 2017; Naderi, Khamehchi, & Karimi, 2019). In contrast, one may wish to 
model the crash events in oil prices (Zhang and Hamori, 2020).

The boom-and-bust nature of the oil price market causes large shifts in de-
mand by exploration and production (EP) companies for services and equip-
ment. The vast majority of the people in the industry work for the equipment 
manufacturers or service companies, however. A small upset in oil demand, 
causes a larger upset with the EP companies, which causes an even larger upset 
with the services and equipment companies and this results in a significant shift 
in employment levels and spending on products and services even further down 
the supply chain. This increasing cascade effect is known as the Bullwhip Ef-
fect and can be studied using machine learning to try to cope with future swings 
(Sousa, Ribeiro, Relvas, & Barbosa-Póvoa, 2019).

Monitoring the production of a well is an important task for production, 
maintenance, and planning. Installing instrumentation is challenging for various 
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reasons. Sensors are expensive to buy, maintain and connect at scale over large 
fields in inaccessible areas that have inhospitable weather. Even if they work, 
they have inherent uncertainties and cannot be totally relied upon. Calculating 
the oil rate, for example, is possible without having to measure it (Khan, Alnu-
aim, Tariq, & Abdulraheem, 2019).

Especially bottom-hole information is hard to come by, as these sensors are 
hard to place and replace. One can however infer the bottom-hole pressure by 
modeling (Spesivtsev et al., 2018).

Well logs need to be interpreted to ascertain oil and gas identification. This 
is particularly complex in low-porosity and low-permeability reservoirs but can 
be automated (Shi, 2009).

Deciding which artificial lift method is best of any individual well is an en-
gineering task fraught with details that can take up a significant amount of time 
and effort. Decision-support systems are available that suggest the best method 
based on many variables (Ounsakul, Sirirattanachatchawan, Pattarachupong, 
Yokrat, & Ekkawong, 2019).

Satellite data is useful for many things and correctly interpreting it for par-
ticular use cases is a major task for data-driven systems. For example, one can 
detect oil spills from satellite data and thus recognize problems sooner (Pelta, 
Carmon, & Ben-Dor, 2019).
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Chapter 5

Data Management from the DCS 
to the Historian

Jim Crompton
Reflections Data Consulting, Colorado Springs, CO, United States

5.1  Introduction

Many operators in the oil and gas industry are increasingly looking to move 
toward a data-driven and technology-enabled way of working. Often this is 
called the Digital Oilfield 2.0. Although in principle, this may sound relatively 
straightforward, the reality is that things have become a lot more complicated 
since companies deployed their initial real-time information technology so-
lutions. Organizations face many challenges of scale and performance, data 
quality, data silos, integration, and cybersecurity. There are also an increasing 
number of confusing and conflicting messages from within the industry as to 
how best to support digital operations in order to enable further automation and 
advanced “Big Data” predictive analysis.

Most companies are trying to see how the new “digital” approach fits and 
how techniques like machine learning, artificial intelligence, and advanced sta-
tistics can improve the performance of field operations and reservoir perfor-
mance. It is not that modeling; simulation and automation projects are some-
thing new to the oilfield; the industry has been implementing these techniques 
and technologies for many years. What is different is that the Digital Oilfield 
2.0 is more instrumented and more connected than ever before. With this degree 
of digitization, operators can develop data-driven models that combine phys-
ics, statistics, and best practice engineering principles in order to gain greater 
insight on what is going on in the field, and how they can improve performance 
of the total asset lifecycle.

Seismic acquisition, processing, and interpretation have been “Big Data” 
programs (at least lots-of-data programs) since the 1970s. The industry began 
the Digital Oilfield (i.e., integrated operations), smart field, integrated field, in-
telligent field, or whatever you want to call it, programs nearly 2 decades ago. 
The oil and gas industry has learned quite a bit about workflow optimization, 
remote decision support, and real-time operations. Some projects have gone 
well and created a lot of value. Others we do not talk about as much.
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The barriers are usually not the technology. The wise advice is to think about 
people, process, and technology when starting a Digital Oilfield program. This 
chapter adds some much-needed consideration around the data foundation as 
well. The technology is the “bright shiny object” that gets too much attention. 
The trouble spots are often difficult access to relevant data, uncertain data qual-
ity (especially when used outside our infamous functional and asset silos), a 
resistant organizational culture that still values experience over new statistical 
models and often a lack of digital literacy within the organization. All of this is 
especially true when a company starts adding in data from sensors in the field 
and down the wellbore, to the volumes of data they have from transactional and 
engineering systems.

5.1.1  Convergence of OT and IT

This chapter is about data management. It starts with the oilfield instrumenta-
tion and control systems perspective from the ground up; which brings a new 
data type to traditional analytical projects. This area of Operations Technology, 
or OT, has developed independently from the Information Technology, or IT, 
world that companies are probably more familiar with. OT systems have largely 
been in the domain of electrical engineering, instrumentation, and control sys-
tems technology. Recently, this operations world is converging with consumer 
information technology, whereas previous proprietary systems have become 
more open. The desired learning outcome of this chapter is to better understand 
and be able to describe this convergence of OT and IT and understand the vo-
cabulary used.

Why is this important? This convergence brings the physical world of instru-
mented equipment and meters into the digital world where predictive models 
can:

•	 Identify and monitor field performance

•	 Recognize key ways that the field system can failure

•	 Develop models to predict those failure points

•	 Build safe, secure, reliable, and performant systems to optimize all of the el-
ements of the system to increase production, while lowering operating costs 
and minimizing the environmental footprint of the oilfield

Wearables and mobile devices connect the human operator to the process sys-
tems. Sensor measure physical behavior and actuators allow the human to con-
trol specific process steps. Data collection and aggregation bridge the gap to the 
Internet of Things (IoT), or edge computing devices, that bring the field data 
into the cloud where it can be sent anywhere, processed by large computing 
resources, remotely monitored, and modeled to create the digital twin of the 
physical field system.

The Digital Oilfield 1.0 was about installing more sensors on field equip-
ment, increasing information intensity, and improving the surveillance of what 
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was going on. The Digital Oilfield 2.0 is about connectivity and building predic-
tive models to be able to respond, and predictively intervene in order to improve 
process results.

5.1.2  A maturity model for OT/IT convergence

One place one can go to see this convergence taking place is a modern control 
room. A visitor’s eyes will be drawn to all of the screens on the front wall of the 
operations room. All of the data captured from the field is visualized in a variety 
of different ways, and process alarms will alert operations staff when equipment 
or process behavior start to vary from normal conditions, allowing emergency 
situations to be managed with minimal impact.

These control rooms are getting to the state where they have too much data 
for the human to comfortably comprehend. So, behind the screen operators 
build predictive models (or AI assistants) that help the human operator under-
stand all the big events, and even many of the small events that are going on in 
the field. When processes are well-known and appropriately instrumented, the 
control systems behind the screens can be set to automatic and the human is 
alerted only when necessary.

The convergence process is not happening overnight, the journey is taking 
several decades. One way to understand this convergence is through a maturity 
model. The following describes how OT and IT began to grow toward a com-
mon integrated perspective. One key observation is that the industry does not 
swap out its operations technology as often as you change your smart phone, 
or as quickly as agile development methods update software and websites. An 
engineer in the control room will probably come across facilities that are in 
each of the three phases. Dealing with legacy technology and infrastructures is 
a challenge that all petroleum data analytics professionals have to deal with. In 
one situation, the engineer has more data than they need, yet in another situa-
tion, they are lacking critical information and are uncertain of the data quality 
that they have on hand.

Generation One:

•	 Focus on keeping the plant running

•	 Simple Data Processing: Data In-Data Out to trending reports (Process 
Book)

•	 Plant operations centers are local

Generation Two:

•	 Data is Contextualized (Asset Framework and Asset Analytics)

•	 Custom workflows as fit-for-purpose solutions

•	 Remote decision support environments begin to lower manning levels

•	 Analytics and links to specialized advanced algorithms and modeling are 
beginning to be used
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Generation Three:
•	 A Digital Twin concept is developed

•	 Predictive capabilities (process alarms and optimization, (event frame) 
emerge

•	 Autonomous (normally unmanned) operations complement field opera-
tions

The key message from the convergence of OT and IT is about building the 
bridge between the technology used in the field, to the processing power, and 
engineering expertise in the office. The technology is not the hard part of this 
convergence; it is the organization change and access to trusted data. The opera-
tions groups need to think beyond reacting to what is happening at this moment 
in the field, to planning and responding to a “manage-by-exception” mentality 
where field surveillance is combined with the predictive power of a digital twin 
model, and the algorithms that are developed from field data, and engineering 
and physics principles.

For their part, the IT group needs to expand their scope beyond the data 
center and the desktop environment at headquarters, to the field environment. 
The digital ecosystem now includes the world of sensors and control systems, of 
telecommunications all the way to the well head, the operations reliability, and 
security of a full lifecycle view of the system.

5.1.3  Digital Oilfield 2.0 headed to the edge

The Digital Oilfield 2.0 is now headed for the edge, edge computing that is. 
Advances are now allowing companies to place their intelligent algorithms in 
instrumentation and control systems. While the information intensity of the oil-
field has grown by orders of magnitude over the last several decades, most of 
that data has been trapped in legacy SCADA and engineering systems or by lim-
ited communications solutions, and not available to build holistic asset lifecycle 
models. The twin dangers are that the previous generation of operators did not 
use or trust the data they had; and that the new digital generation may believe 
data-driven models too much, without a good understanding of the data that is 
driving these models.

Whether one is talking about predictive models for maintenance, or opti-
mization, or full digital twins of their assets, understanding of data is still very 
important. How can an operator implement a “manage-by-exception” process 
when the data used in building the model behind the prediction engine is biased, 
or poor quality, missing key attributes, or is out of date? How can automation 
replace experienced workers when the rules and logic of the models are based 
upon flawed data?

Let’s take a deeper dive into the operational data world and find out just 
what an operator is dealing with before the data scientists start programming the 
robots to do the heavy lifting.
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5.2  Sensor data

Sensor data is the output of a device that detects and responds to some type of 
input from the physical environment. The output may be used to provide infor-
mation, or input, to another system or to guide a process. Sensors can be used to 
detect just about any physical element. Here are a few examples of sensors, just 
to give an idea of the number and diversity of their applications:

•	 An accelerometer detects changes in gravitational acceleration in a device 
it is installed in; such as a smart phone or a game controller, to determine 
acceleration, tilt, and vibration.

•	 A photosensor detects the presence of visible light, infrared transmission 
(IR) and/or ultraviolet (UV) energy.

•	 Lidar, a laser-based method of detection, range finding, and mapping; typi-
cally uses a low-power, eye-safe pulsing laser working in conjunction with a 
camera.

•	 A charge-coupled device (CCD) stores and displays the data for an image in 
such a way that each pixel is converted into an electrical charge, the intensity 
of which is related to a color in the color spectrum.

•	 Smart grid sensors can provide real-time data about grid conditions, detect-
ing outages, faults and load, and triggering alarms.

Wireless sensor networks combine specialized transducers with a communi-
cations infrastructure for monitoring and recording conditions at diverse loca-
tions. Commonly monitored parameters include: temperature, humidity, pres-
sure, wind direction and speed, illumination intensity, vibration intensity, sound 
intensity, power-line voltage, chemical concentrations, pollutant levels, and 
vital body functions.

Sensor data is in integral component of the increasing reality of the Internet 
of Things (IoT) environment. In the IoT scenario, almost any entity imaginable 
can be outfitted with a unique identifier (UID) and the capacity to transfer data 
over a network. Much of the data transmitted is sensor data. The huge volume 
of data produced and transmitted from sensing devices can provide a lot of 
information but is often considered the next big data challenge for businesses. 
To deal with that challenge, sensor data analytics is a growing field of endeavor 
(Rouse et al., 2015).

According to Talend, a Big Data Software company, sensor data and sen-
sor analytics are poised to become the next Big Thing in information technol-
ogy; with experts predicting that the volume of sensor data will soon dwarf the 
amount of data that social media is currently producing. Gathered from cell 
phones, vehicles, appliances, buildings, meters, machinery, medical equipment, 
and many other machines; sensor data will likely completely transform the way 
organizations collect information and process business intelligence.

Working with sensor data is problematic for most organizations today. Most 
enterprises are not equipped to integrate data from such a wide range of sensor 
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sources—their legacy integration technology simply is not up to the task. On top 
of infrastructure problems, few organizations have developers with the skills, 
like MapReduce programming, required to manipulate massive sets of sensor 
data, and training existing developers is extremely costly and time-consuming 
(Pearlman, 2019).

5.2.1  There are problems with data from sensors: data quality 
challenges

In today’s data-driven world, it has become essential for companies using IoT 
technologies to address the challenges posed by exploding sensor data volumes; 
however, the sheer scale of data being produced by tens of thousands of sensors 
on individual machines is outpacing the capabilities of most industrial compa-
nies to keep up.

According to a survey by McKinsey, companies are using a fraction of the 
sensor data they collect. For example, in one case, managers at a gas rig in-
terviewed for the survey said they only used one percent of data generated by 
their ship’s 30,000 sensors when making decisions about maintenance planning. 
At the same time, McKinsey found serious capability gaps that could limit an 
enterprise’s IoT potential. In particular, many companies in the IoT space are 
struggling with data extraction, management, and analysis.

Timely, and accurate, data is critical to provide the right information 
at the right time for business operations to detect anomalies, make predic-
tions, and learn from the past. Without good quality data, companies hurt 
their bottom line. Faulty operational data can have negative implications 
throughout a business, hurting performance on a range of activities from 
plant safety, to product quality, to order fulfillment. Bad data has also been 
responsible for major production and/or service disruptions in some indus-
tries (Moreno, 2017).

Sensor data quality issues have been a long-standing problem in many in-
dustries. For utilities who collect sensor data from electric, water, gas, and smart 
meters, the process for maintaining sensor data quality is called Validation, Es-
timation and Editing, or VEE. It is an approach that can be used as a model for 
other industries, as well when looking to ensure data quality from high volume, 
high velocity sensor data streams.

Today, business processes and operations are increasingly dependent on 
data from sensors, but the traditional approach of periodic sampling for in-
specting data quality is no longer sufficient. Conditions can change so rapidly 
that anomalies and deviations may not be detected in time with traditional 
techniques.
Causes of bad sensor data quality include:

•	 Environmental conditions—vibration, temperature, pressure or moisture—
that can impact the accuracy of measurements and operations of asset/ 
sensors.
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•	 Misconfigurations, miscalibrations, or other types of malfunctions of asset/
sensors.

•	 Different manufacturers and configurations of sensors deliver different mea-
surements.

•	 Loss of connectivity interrupts the transmission of measurements for pro-
cessing and analysis.

•	 Tampering of sensor/device and data in transit, leading to incorrect or miss-
ing measurements.

•	 Loss of accurate time measurement because of use of different clocks, for 
example.

•	 Out-of-order, or delayed, data capture and receipt.

5.2.2  Validation, estimation, and editing (VEE)

The goal of VEE is to detect and correct anomalies in data before it is used 
for processing, analysis, reporting, or decision-making. As sensor measurement 
frequencies increase, and are automated, VEE is expected to be performed on 
a real-time basis in order to support millions of sensor readings per second, 
from millions of sensors. Fig. 5.1 displays examples of real time data within 
the industry.

The challenge for companies seeking actionable operational and busi-
ness knowledge from their large-scale sensor installations is that they are 
not able to keep up with the VEE processes needed to support data analytics 
systems because of the high volume and velocity of data. This is why so 
many companies today are using less than 10% of the sensor data they col-
lect (Tomczak, 2019).

FIGURE 5.1  What is real time data. (Crompton).
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5.3  Time series data

A time series is a series of data points indexed, listed, or graphed in time order. 
Most commonly, a time series is a sequence taken at successive equally spaced 
points in time. Thus, it is a sequence of discrete-time data. Examples of time 
series are; heights of ocean tides, counts of sunspots, well head pressure and 
temperature readings, and the daily closing value of the Dow Jones Industrial 
Average.

Time series are very frequently plotted via line charts. As displayed in 
Fig.  5.2, they are used in statistics, signal processing, pattern recognition, 
econometrics, mathematical finance, weather forecasting, earthquake predic-
tion, electroencephalography (heart monitoring), control engineering, astrono-
my, communications engineering, and largely in any domain of applied science 
and engineering which involves temporal measurements.

Time series analysis comprises methods for analyzing time series data in 
order to extract meaningful statistics and other characteristics of the data. Time 
series forecasting is the use of a model to predict future values based on previ-
ously observed values. While regression analysis is often employed in such a 
way as to test theories that the current values of one or more independent time 
series affect the current value of another time series, this type of analysis of time 
series is not called “time series analysis;” which focuses on comparing values 
of a single time series, or multiple dependent time series at different points in 
time. Interrupted time series analysis is the analysis of interventions on a single 
time series.

FIGURE 5.2  Time series data. (Maksim., 2006).
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Time series data have a natural temporal ordering. This makes time series 
analysis distinct from cross-sectional studies in which there is no natural order-
ing of the observations (e.g., explaining people’s wages by reference to their 
respective education levels, where the individuals’ data could be entered in any 
order). Time series analysis is also distinct from spatial data analysis where the 
observations typically relate to geographical locations (i.e., a leasing or drilling 
program in a basin). A stochastic model for a time series will generally reflect 
the fact that observations close together in time will be more closely related than 
observations further apart. In addition, time series models will often make use 
of the natural one-way ordering of time so that values for a given period will 
be expressed as deriving in some way from past values, rather than from future 
values. Transactional data is recorded in a tabular format with values associated 
by columns in each row. Real-time data is recorded with only time context (i.e., 
value and timestamp) (Ullah et al., 2013).

Time series analysis can be applied to real-valued, continuous data, discrete 
numeric data, or discrete symbolic data (i.e., sequences of characters, such as 
letters and words in the English language). Methods for time series analysis 
may be divided into two classes: frequency-domain methods and time-domain 
methods. The former includes: spectral analysis and wavelet analysis; the lat-
ter include auto-correlation and cross-correlation analysis. In the time domain, 
correlation and analysis can be made in a filter-like manner using scaled correla-
tion, thereby mitigating the need to operate in the frequency domain.

Additionally, time series analysis techniques may be divided into paramet-
ric and non-parametric methods. The parametric approaches assume that the 
underlying stationary stochastic process has a certain structure, which can be 
described using a small number of parameters (e.g., using an autoregressive 
or moving average model). In these approaches, the task is to estimate the pa-
rameters of the model that describes the stochastic process. By contrast, non-
parametric approaches explicitly estimate the covariance or the spectrum of the 
process without assuming that the process has any particular structure. Methods 
of time series analysis may also be divided into linear and non-linear, and uni-
variate and multivariate (Lin et al., 2003).

5.4  How sensor data is transmitted by field networks

The goal of all information technology implementations, regardless of industry, 
should be to improve productivity. The bottleneck for oilfield data flow until 
now has been the transfer of real-time data to the engineers’ desktop in an ac-
curate, timely, and useful fashion. Engineers typically have seen only a subset 
of the field data available (i.e., daily production volumes and rates, along with 
a few gauge pressures and temperature settings). With databases updated only 
periodically from real-time historians, engineers have lacked sufficient insight 
into the dynamics of platform or field operations. What’s needed, “is an alarm 
system to inform engineers of under-performing or critical conditions of a well 
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or reservoir,” before it begins to degrade production and the revenue stream. 
Oilfield operations need to move beyond the familiar data management mantra 
of the “right data to the right person at the right time” and adopt the 21st cen-
tury goal of “validated data, to the decision maker, before the critical event,” 
(Piovesan and Jess, 2009).

As field automation moved from plants, where wired connections are pos-
sible, to the field, the evolution of radio transmission networks began. There are 
countless SCADA radio networks monitoring and controlling municipal water, 
waste-water, drainage, oil and gas production, power grids, automatic meter 
reading, and much more. These SCADA radio technology-based communica-
tions systems have ranges from yards, to hundreds of miles.

Selecting the right technology, defining the projects requirements, and cre-
ating a robust SCADA communications network is crucial. Having an under-
standing of the advantages and disadvantages of each technology can help the 
engineer, or operator, to make the best business decisions for a system that will 
have a ten to twenty-year service lifetime and are often mission critical or high 
importance SCADA systems.

5.4.1  From Plant to Field: Communications Protocols (HART, Fieldbus, 
OPC, OPC-UA and Wireless Hart)

Here are just a few examples of field, or plant, to office communications pro-
tocols.

The HART Communications Protocol (Highway Addressable Remote 
Transducer) is an early implementation of Fieldbus, a digital industrial automa-
tion protocol. Its most notable advantage is that it can communicate over legacy 
4–20 mA analog instrumentation wiring, sharing the pair of wires used by the 
older system. An example of this protocol is shown in Fig. 5.3.

Fieldbus is the name of a family of industrial computer network protocols 
used for real-time distributed control, standardized as IEC 61158. A complex 
automated industrial system—such as manufacturing assembly line—usually 
needs a distributed control system—an organized hierarchy of controller sys-
tems—to function. In this hierarchy, there is usually a Human Machine In-
terface at the top, where an operator can monitor or operate the system. This 
is typically linked to a middle layer of programmable logic controllers via a 
non-time-critical communications system. At the bottom of the control chain 
is the fieldbus that links the PLCs to the components that actually do the work, 
such as; sensors, actuators, electric motors, console lights, switches, valves, and 
contactors.

Requirements of Fieldbus networks for process automation applications (i.e., 
flowmeters, pressure transmitters, and other measurement devices and control 
valves in industries such as hydrocarbon processing and power generation) are 
different from the requirements of Fieldbus networks found in discrete manu-
facturing applications and is shown in Fig. 5.4. Examples of implementation of 
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these Fieldbus networks are; automotive manufacturing, where large numbers 
of discrete sensors are used including motion sensors, position sensors, and 
so on. Discrete Fieldbus networks are often referred to as “device networks,” 
(Anderson, 2009).

FIGURE 5.3  Hart communications protocol. (Crompton).

FIGURE 5.4  Fieldbus architecture. (Crompton).
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OPC (OLE for Process Control) was first defined by a number of players 
in automation together with Microsoft in 1995. Over the following ten years it 
became the most used versatile way to communicate in the automation layer in 
all types of industry. Over the years it has evolved from the start with simple 
Data access (DA), over Alarm and Events (AE), to the more advanced Histori-
cal Data Access (HDA) to have quite extensive functionality and reach. Though 
there were always some gaps where it did not cover the needs and requirements 
from the more advanced control systems, it was out of those needs for model-
based data and getting more platform independent that resulted in the creation 
of the OPC UA standard (Marffy, 2019).

Building on the success of OPC Classic, OPC UA was designed to enhance 
and surpass the capabilities of the OPC Classic specifications. OPC UA is func-
tionally equivalent to OPC Classic, yet capable of much more.

1.	 Discovery: find the availability of OPC servers on local PCs and/or networks
2.	 Address space: all data is represented hierarchically (e.g., files and folders) 

allowing for simple and complex structures to be discovered and utilized by 
OPC clients

3.	 On-demand: read and write data/information based on access-permissions
4.	 Subscriptions: monitor data/information and report-by-exception when val-

ues change based on a client’s criteria
5.	 Events: notify important information based on client’s criteria
6.	 Methods: clients can execute programs, etc., based on methods defined on 

the server

Integration between OPC UA products and OPC Classic products is easily ac-
complished with COM/Proxy wrappers (Unified,  2019). The differences are 
visualized in Fig. 5.5.

FIGURE 5.5  OPC unified architecture. (A) Classic OPC (DCOM), (B) OPC UA. (Crompton).
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The most significant difference between classical OPC and OPC UA (OPC 
Unified Architecture) is that it does not rely on OLE or DCOM technology 
from Microsoft that makes implementation possible on any platform (i.e., Ap-
ple, Linux [JAVA] or Windows). The other very important part of UA is the pos-
sibility to use structures or models. This means that the data tags, or points, can 
be grouped and be given context, making governance and maintenance much 
easier. These models can be identified in runtime, which makes it possible for a 
client to explore connection possible by asking the server.

The information modeling is very modern in OPC UA. These models can 
be defined by manufactures, or protocols like BACNet; but it can also contain 
more of a MESH structure where very complex relations and connections be-
tween points and nodes can be defined. The possibility also exists to have data 
structures so that certain data always is grouped and handled as one piece. This 
is important in many applications where you want to be sure that the data set is 
taken at the same time.

OPC UA, as said before, is built to be platform independent and the com-
munication is built into layers on top of the standard TCP/IP stack. Above the 
standard transport layers there are two layers, one that handles the session, and 
one to establish a secure channel between the client and server. The transport 
layer is made up of TCP/IP and on top of that SSL, HTTP, or HTTPS. The Com-
munication layer secures the communication channel, not just that the data is 
corrupted but also it secures the authentication so that the end points cannot be 
infiltrated and changed. This is based on X.509 certificates that have three parts 
to it and the first peer to peer trust needs to be manually done; but after that the 
rest is taken care of securely.

With approximately 30 million HART devices installed and in service world-
wide, HART technology is the most widely used field communication protocol 
for intelligent process instrumentation. With the additional capability of wire-
less communication, the legacy of benefits this powerful technology provides 
continues to deliver the operational insight users need to remain competitive.

Even though millions of HART devices are installed worldwide, in most 
cases the valuable information they can provide is stranded in the devices. An 
estimated 85% of all installed HART devices are not being accessed to deliver 
device diagnostics information, with only the Process Variable data communi-
cated via the 4–20 mA analog signal. This is often due to the cost and the dif-
ficulty of accessing the HART information.

5.4.2  Wireless SCADA radio

Wireless SCADA is required in those applications when wireline communica-
tions to the remote site is prohibitively expensive, or it is too time-consuming 
to construct. In particular types of industry, such as Oil and Gas, or Water and 
Wastewater, wireless SCADA is often the only solution due to the remoteness 
of the sites. Wireless SCADA systems can be built on a private radio, licensed 
or unlicensed, cellular or satellite communications.
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One major difference between private radio and cellular or satellite is that 
private radio has no associated monthly fees. Once an operator builds their hard-
ware infrastructure, they own it. With cellular, or satellite service providers, 
there is an associated monthly fee.

The list of communications protocols that have been developed goes on 
from Foundation FieldBus, ProfiBus, HART, wireless HART, ProfiNet, Mod-
bus, and DeviceNet Ethernet.

5.4.3  Which protocol is best?

The right answer is “it depends on the application and what is already installed.” 
An optimized solution will probably use more than one communication type, 
for example, new “analog” installations benefit greatly from FOUNDATION 
Fieldbus, while new “discrete” installations can benefit from PROFIBUS, 
PROFINET, DeviceNet, and Ethernet/IP. Electrical Integration depends on the 
equipment-supported protocol; but IEC 61850, Ethernet/IP and PROFIBUS 
could all prove useful. The most common view is to look at the current installed 
base, HART, PROFIBUS, DeviceNet, MODBUS, or others. Why replace when 
one can integrate?

For the decision maker, it comes down to deciding between a large capital 
investment and no monthly service fees, OR a smaller capital investment with 
monthly service fees. If the client’s remote assets are well within the Service 
Providers coverage area, they have high speed or TCP/IP data requirements, or 
their remote sites are there for a short term (lasting no more than 1 or 2 years) 
all of these factors contribute to making Cellular communications a more at-
tractive option.

If the assets are extremely remote (hundreds or thousands of miles away 
from civilization) and/or they have TCP/IP LAN speed requirements, then Sat-
ellite communications is obviously the only solution. Often it is more typical for 
companies to have a mixture of solutions; using Point-Multipoint Private Radio 
communications where there is a high density of remote sites served by the one 
Master site, using Cellular for sites for from Private radio clusters, and/or satel-
lite for the very remote sites.

Another difference between Private Radio networks and Cellular or Satel-
lite networks is expansion capabilities. With Private Radio systems, if distances 
between communicating sites are too great for a single hop, then repeaters can 
always be installed to further the range. This certainly adds to the overall project 
cost, but it is at least an option if required.

With Cellular or Satellite, one is leveraging the vast existing infrastructure 
of the Service Provider. The advantage of Cellular or Satellite is that the cli-
ent has access to very wide coverage but the disadvantage is that if there is a 
site that happens to be outside of the Service Providers coverage, there is no 
way for the client to increase the range; only the Service Provider can do that  
(Bentek, 2019).
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5.5  How control systems manage data

Supervisory Control and Data Acquisition (SCADA) is a control system ar-
chitecture that uses computers, networked data communications, and graphical 
user interfaces for high-level process supervisory management; but uses other 
peripheral devices, such as programmable logic controllers and discrete PID 
controllers to interface to the process plant, oilfield operations or critical equip-
ment (seen in Fig. 5.6). The operator interfaces which enables monitoring and 
the issuing of process commands, such as controller set point changes, are han-
dled through the SCADA supervisory computer system. The real-time control 
logic, or controller calculations, are performed by networked modules which 
connects to the field sensors and actuators. The main purpose of a SCADA sys-
tem is to collect data from sensors on well heads, tanks, and critical equipment 
(i.e., temperature, pressure, vibrations, flow rates, fill levels, and provide a view 
to the human operator the condition of field operations).

5.5.1  Cloud-based SCADA and web-based SCADA

Cloud computing is a hot topic. As people become increasingly reliant on ac-
cessing important information through the Internet, the idea of storing, or dis-
playing, vital real-time data in the cloud has become more commonplace. With 
tech giants like Apple, Microsoft, and Google pushing forward the cloud com-
puting concept, it seems to be more than just a passing trend.

While many cloud services are specifically meant as storehouses for data, 
some cloud-based SCADA systems are offered as a “service;” which is re-
ferred to as SaaS (Software as a Service). Instead of having the SCADA system 

FIGURE 5.6  Supervisory control and data acquisition. (Crompton).
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software installed on local computers, the entire system and its data is stored 
and maintained in the cloud. SaaS companies offer their customers the power of 
software applications, off-site IT support, and scalable server space all through 
the cloud.

The manufacturing industry is big, encompassing a wide variety of compa-
nies; likewise, the type of information each company tracks can vary greatly. 
This fact should be taken into account when determining what information, if 
any, should be stored in the cloud. Information such as reports, analytics, and 
configurations are ideal candidates for the cloud; however, information that is 
vital to safety and control functions—and that which relies on bandwidth avail-
ability and reliability—is particularly important to the operation of a manufac-
turer. It is essential to weigh the risks involved with putting this type of informa-
tion in the cloud because it can directly affect the functionality and productivity 
of your company.

5.6  Historians and information servers as a data source

A Data Historian, also known as a Process Historian or Operational Historian, 
is a software program that records and retrieves production and process data by 
time. It stores the information in a time series database that can efficiently store 
data with minimal disk space and fast retrieval. Time series information is often 
displayed in a trend or as tabular data over a time range (i.e., the last day, last 8 
hours, last year).

5.6.1  What can you record in a data historian?

A historian will record data over time from one or more locations for the user to 
analyze. Whether one chooses to analyze a valve, tank level, fan temperature, or 
even a network bandwidth, the user can evaluate its operation, efficiency, profit-
ability, and setbacks of production. It can record integers (whole numbers), real 
numbers (floating point with a fraction), bits (on or off), strings (e.g., product 
name), or a selected item from a finite list of values (e.g., Off, Low, High).

Some examples of what might be recorded in a data historian include:

•	 Analog Readings: temperature, pressure, flowrates, levels, weights, CPU 
temperature, mixer speed, fan speed

•	 Digital Readings: valves, limit switches, motors on/off, discrete level sen-
sors

•	 Product Info: product ID, batch ID, material ID, raw material lot ID

•	 Quality Info: process and product limits, custom limits

•	 Alarm Info: out of limits signals, return to normal signals

•	 Aggregate Data: average, standard deviation, moving average

A Data Historian could be applied independently in one or more areas; but can 
be more valuable when applied across an entire facility, many facilities in a 
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department, and across departments within an organization. An operator can 
discover that a production problem’s root cause is insufficient power supply to 
the production equipment, or they could discover the two similar units produce 
significantly different results over time.

A Data Historian is not designed to efficiently handle relational data, and 
relational databases are not designed to handle time series data. If an operator 
can have a software package that offers both with the ability to integrate data 
from each different storage type, then they have a much more powerful solution.

There are many uses for a Data Historian in different industries:

•	 Manufacturing site to record instrument readings

•	 Process (e.g., flow rate, valve position, vessel level, temperature, pressure)

•	 Production Status (e.g., machine up/down, downtime reason tracking)

•	 Performance Monitoring (e.g., units/hour, machine utilization vs. machine 
capacity, scheduled vs. unscheduled outages)

•	 Product Genealogy (e.g., start/end times, material consumption quantity, lot 
number tracking, product setpoints, and actual values)

•	 Quality Control (e.g., quality readings inline or offline in a lab for compli-
ance to specifications)

•	 Manufacturing Costing (e.g., machine and material costs assignable to a 
production)

•	 Utilities (e.g., Coal, Hydro, Nuclear, and Wind power plants, transmission, 
and distribution)

•	 Data Center to record device performance about the server environment 
(e.g., resource utilization, temperatures, fan speeds), the network infrastruc-
ture (e.g., router throughput, port status, bandwidth accounting), and appli-
cations (e.g., health, execution statistics, resource consumption).

•	 Heavy Equipment Monitoring (e.g., recording of run hours, instrument and 
equipment readings for predictive maintenance)

•	 Racing (e.g., environmental and equipment readings for sail boats, race cars)

•	 Environmental Monitoring (e.g., weather, sea level, atmospheric conditions, 
ground water contamination)

Information collected within a facility can come from many different types of 
sources including:

•	 PLCs (Programmable Logic Controllers) that control a finite part of the pro-
cess (e.g., one machine or one processing unit)

•	 DCS (Distributed Control System) that could control an entire facility

•	 Proprietary Instrument Interface (e.g., Intelligent Electronic Devices): data 
delivered directly from an instrument instead of a control system (e.g., 
Weighing system, clean-in-place skid)

•	 Lab Instrument (e.g., Spectrophotometer, TOC Analyzer, Resonance Mass 
Measurement)

•	 Manual Data Entry (e.g., an operator periodically walks the production line 
and records readings off manual gauges) (Winslow, 2019).
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5.7  Data visualization of time series data—HMI (human 
machine interface)

Human-Machine Interface (HMI) is a component of certain devices that are ca-
pable of handling human-machine interactions. The interface consists of hard-
ware and software that allow user inputs to be translated as signals for machines 
that, in turn, provide the required result to the user. Human-machine interface 
technology has been used in different industries, like; electronics, entertain-
ment, military, medical, etc. Human-machine interfaces help in integrating hu-
mans into complex technological systems. Fig. 5.7 displays how the information 
can be displayed to the human in different ways (i.e., touch, vision, and sound). 
Human-machine interface is also known as Man-Machine Interface (MMI), 
computer-human interface, or human-computer interface (Techopedia, 2019).

In an HMI system, the interactions are basically of two types (i.e., human to 
machine and machine to human). Since HMI technology is ubiquitous, the in-
terfaces involved can include motion sensors, keyboards and similar peripheral 
devices, speech-recognition interfaces, and any other interaction in which infor-
mation is exchanged using sight, sound, heat, and other cognitive and physical 
modes are also considered to be part of HMIs.

Although considered as a standalone technological area, HMI technology 
can be used as an adapter for other technologies. The basis of building HMIs 
largely depends on the understanding of human physical, behavioral, and men-
tal capabilities. In other words, ergonomics forms the principles behind HMIs. 
Apart from enhancing the user experience and efficiency, HMIs can provide 
unique opportunities for applications, learning and recreation. In fact, HMI 
helps in the rapid acquisition of skills for users. A good HMI is able to provide 
realistic and natural interactions with external devices.

The advantages provided by incorporating HMIs include error reduction, 
increased system and user efficiency, improved reliability and maintainability, 
increased user acceptance and user comfort, reduction in training and skill re-
quirements, reduction in physical or mental stress for users, reduction in task 
saturation, and increased economy of production and productivity, etc.

FIGURE 5.7  Human machine interface (O’Hare, 2014).
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Touch screens and membrane switches can be considered as examples of 
HMIs. HMI technology is also widely used in virtual and flat displays, pattern 
recognition, Internet and personal computer access, data input for electronic de-
vices, and information fusion. Professional bodies like GEIA and ISO provide 
standards and guidelines applicable for human-machine interface technology.

5.7.1  Asset performance management systems (APM)

The objective is to move from the traditional monitoring and surveillance pro-
cesses where the operator wants to know what happened (descriptive analytics) 
and why it happened (diagnostic analytics) to a new state where the operator can 
predict what will happen under certain operating conditions (predictive analyt-
ics). It may even be possible in the future to move toward prescriptive analytics 
where the operator can “tune” the processing system to produce optimum results 
most of the time (how can we make only good things happen). This end state is 
sometimes called Asset Performance Management and is visualized in Fig. 5.8.

“Asset Performance Management (APM) is an approach to managing the optimal 
deployment of assets to maximize profitability and predictability in product sup-
ply, focusing on real margin contribution by asset by product code. Rather than 
looking at an asset on the basis of market value or depreciated value, companies 
can see how the asset is contributing to their profitability by looking at how indi-
vidual assets are performing—whether inventory or Plant, Property, and Equip-
ment (PP&E)—and developing a vision of how they want to allocate resources to 
assets in the future. APM is not necessarily purely financial or even operational, 
but it will cross functional lines. It combines best-of-breed enterprise asset manage-
ment (EAM) software with real-time information from production and the power of 
cross-functional data analysis and advanced analytics. More broadly, it looks at the 
whole lifecycle of an asset, enabling organizations to make decisions that optimize 
not just their assets, but their operational and financial results as well,”

(Miklovic, 2015).

FIGURE 5.8  Real-time data requires context. (Crompton).
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One of the basic steps of Asset Performance Management is process control and 
alarm management.

5.7.1.1  Process control and alarm management
Alarm management is the application of human factors (or “ergonomics”) along 
with instrumentation engineering and systems thinking to manage the design of 
an alarm system to increase its usability. Most often the major usability problem 
is that there are too many alarms annunciated in a plant upset, commonly referred 
to as alarm flood (similar to an interrupt storm), since it is so similar to a flood 
caused by excessive rainfall input with a basically fixed drainage output capacity.

There can also be other problems with an alarm system, such as poorly de-
signed alarms, improperly set alarm points, ineffective annunciation, unclear 
alarm messages, etc. Poor alarm management is one of the leading causes of 
unplanned downtime, contributing to over $20B in lost production every year, 
and of major industrial incidents, such as the one at the Texas City refinery in 
March of 2005. Developing good alarm management practices is not a discrete 
activity, but more of a continuous process (i.e., it is more of a journey than a 
destination) (Mehta and Reddy, 2015).

5.7.2  Key elements of data management for asset performance 
management

Process historians are the “system of record” for sensor readings, but there are 
other data management tools that are important as well. Historians store tag 
names for identification of where a sensor is located in the operations envi-
ronment, but an operator needs additional contextual information to place the 
sensor in the operating or plant system. The contextual data, sometimes called 
master data, is often found in an Asset Registry.

5.7.2.1  What is an asset registry?
The Asset Registry is an editor subsystem, which gathers information about 
unloaded assets asynchronously as the editor loads. This information is stored 
in memory so the editor can create lists of assets without loading them. Asset 
registers are typically used to help business owners keep track of all their fixed 
assets and the details surrounding them. It assists in tracking the correct value 
of the assets, which can be useful for tax purposes, as well as for managing and 
controlling the assets.

There are different ways of building the data model for this kind of informa-
tion; taxonomy and ontology.

5.7.2.2  What is the definition of data taxonomy?
Data taxonomy in this case means an organized system of describing data 
and information. The information exists. The challenge is to help executives, 
analysts, sales managers, and support staff, find and use the right information 
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both efficiently and effectively. Many enterprises extract value from the busi-
ness information they accumulate by organizing the data logically and consis-
tently into categories and subcategories; therefore, creating a taxonomy. When 
information is structured and indexed in a taxonomy user can find what they 
need by working down to more specific categories, up to a more inclusive topic, 
or sideways to related topics (Walli, 2014).

5.7.2.3  What is the definition of data ontology?
In both computer science and information science, ontology is a data model 
that represents a set of concepts within a domain, and the relationships between 
those concepts. It is used to reason about the properties of that domain, and may 
be used to define the domain.

5.8  Data management for equipment and facilities

In addition to the sensor measurements and control system readings, there are 
many other important data records available; however, many of these data types 
are in the form of drawings, permits, documents, inspection records, certifi-
cates, P&ID drawings, process diagrams, etc. A data management system de-
signed for documents is another type of data management technology that is 
needed (depicted in Fig. 5.9).

5.8.1  What is a document management system?

Document management systems are essentially electronic filing cabinets an orga-
nization can use as a foundation for organizing all digital and paper documents. 
Any hard copies of documents can simply be uploaded directly into the document 
management system with a scanner. Oftentimes, document management systems 
allow users to enter metadata and tags that can be used to organize all stored files.

Most document management software has a built-in search engine, which 
allows users to quickly navigate even the most expansive document libraries to 
access the appropriate file. Storing sensitive documents as well? Not to worry! 
Most document management systems have permission settings, ensuring only 
the appropriate personnel can access privileged information.

These are some of the most important document management features:

•	 Storage of various document types, including word processing files, emails, 
PDFs, and spreadsheets

•	 Keyword search

•	 Permissioned access to certain documents

•	 Monitoring tools to see which users are accessing which documents

•	 Versioning tools that track edits to documents and recover old versions

•	 Controls regulating when outdated documents can be deleted

•	 Mobile device support for accessing, editing and sharing documents 
(Uzialko, 2019).
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FIGURE 5.9  Data management system for equipment and facilities. (Crompton).
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5.9  Simulators, process modeling, and operating training 
systems

Now that you have a basic understanding of the data involved from field instru-
mentation and process control systems, let’s take a look at some of the applica-
tions that the sensor data is input to starting with process simulation, or training 
simulation systems.

Process simulation is a model-based representation of chemical, physical, 
biological, and other technical processes and unit operations in software. Ba-
sic prerequisites are a thorough knowledge of chemical and physical properties 
of pure components and mixtures, of reactions, and of mathematical models 
which, in combination, allow the calculation of a process in computers.

Process simulation software describes processes in flow diagrams where 
unit operations are positioned and connected by product streams, as illustrated 
in Fig. 5.10. The software has to solve the mass and energy balance to find a 
stable operating point. The goal of a process simulation is to find optimal con-
ditions for an examined process. This is essentially an optimization problem, 
which has to be solved in an iterative process.

Process simulation always uses models which introduce approximations 
and assumptions; but allow the description of a property over a wide range of 
temperatures and pressures, which might not be covered by real data. Models 

FIGURE 5.10  Process simulation. (Mbeychok, 2012).



106    ﻿Machine Learning and Data Science in the Oil and Gas Industry

also allow interpolation and extrapolation, within certain limits, and enable the 
search for conditions outside the range of known properties (Rhodes, 1996).

5.10  How to get data out of the field/plant and to your 
analytics platform

5.10.1  Data visualization

One area of rapid technology development in this area is the challenge of visual-
ization of time-series data. Getting beyond the alarm stage and looking at the data 
historically to recognize patterns of equipment or process failure and building 
predictive models to help operators take action before catastrophic failure occur. 
You can see from this slide, included as Fig. 5.11, one of the many new data visu-
alization technologies that are improving the HMI (Human Machine Interface).

5.10.1.1  From historians to a data infrastructure
While traditional process historians have served an important purpose for con-
trol systems for many decades, the limitations of historians are starting to be-
come a barrier for providing data to advanced analytics. The limitations include:

•	 The data is “tag based” creating integration problems with enterprise data 
access

•	 One-off data feeds to specific solutions promote data silos

•	 This architecture is difficult to scale and requires expensive maintenance

•	 Solutions depend on analyst bringing data together to develop solutions

•	 There is limited use of automation to speed up data processing and data 
exchange

FIGURE 5.11  Data visualization of time series data. (Seeq, 2018).
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One leading vendor is this space defines the data infrastructure as a “system 
of insight” versus the traditional “system of data.” The new architecture includes 
the traditional process historian but adds real-time operational data framework 
capabilities such as an asset framework to provide asset-based hierarchy context 
and a library of appropriate data templates to help organize diverse inputs from 
sensor to metadata streams.

5.10.2  Data analytics

The end goal is to make the operations-oriented sensor, time-series data avail-
able for:

1.	 Monitoring and Surveillance
2.	 Addition of IIoT devices, edge, and cloud computing
3.	 Alarm Detection (process alarms more than just static set points)
4.	 Automation of routine tasks
5.	 Mobility solutions and advanced visualizations
6.	 Integrated Operations
7.	 Simulation Modeling
8.	 “Big Data” and Data-Driven predictive, “digital twin” models to drive man-

age-by-exception processes

These objectives have been coming in stages. The evolution of industrial analyt-
ics can be viewed in these three stages of development and maturity.

5.10.3  Three historical stages of industrial analytics

The first stage was defined by employees walking around with pencil and paper 
reading gauges on various assets in the plant; over time walking around was re-
placed with wired connections to sensors which used a pen in the control room 
to write sensor levels on a roll of paper, the “strip chart.”

The second stage came with the digitization of sensors and the electron-
ic collection of data, presented to operators on monitors and then stored in 
historians. Data was viewed with trending applications that started out as 
electronic versions of strip charts. A connector imported historian data into a 
spreadsheet and enabled engineers to do calculations, data cleansing, etc. The 
history of the spreadsheet and historian are closely intertwined; both were 
invented in the mid-1980s and used in conjunction ever since. Every historian 
includes at least two application features; a trending application, and an Excel 
connector.

The third stage is currently emerging and assumes changes to the software 
and architecture for data storage and analytics, tapping advances such as; big 
data and cognitive computing, cloud computing, wireless connectivity, and oth-
er innovations.
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5.10.3.1  Where is data analytics headed?
Advanced analytics refers to the application of statistics and other mathemati-
cal tools to business data in order to assess and improve practices. In manu-
facturing, operations managers can use advanced analytics to take a deep dive 
into historical process data, identify patterns and relationships among discrete 
process steps and inputs, and then optimize the factors that prove to have the 
greatest effect on yield. Many global manufacturers in a range of industries 
and geographies now have an abundance of real time shop-floor data and the 
capability to conduct such sophisticated statistical assessments. They are taking 
previously isolated data sets, aggregating them, and analyzing them to reveal 
important insights. The process to move from new technology into optimization 
of use in the field is shown in Fig. 5.12.

Automation increases productivity and helps engineers spend more time 
on translating data into meaningful information and valuable decisions. Real-
time analytics for equipment and operations is providing significant bottom line 
value. Multiple predictive analytics are underway to predict compressors and 
valves failure. The objective is to reduce cost and increase uptime—(i.e., com-
pressors trips/failure is one of the top bad actors). Moving to condition-based 
maintenance will help reduce OPEX and deferment.

Valves example: Valves maintenance is mostly time-based; if you are too late, 
the operator ends up with unscheduled deferment and health, safety, and environ-
mental risks. If your maintenance routine is too early, the operator ends up with 
scheduled deferment and unnecessary costs.

Artificial Lift Optimization example: The data comes from the dyna-card mea-
surement, or the pump cycle. The algorithms attempt to separate out the patterns 
of good performance (constant fluid getting moved up the wellbore) or bad per-
formance. For the patterns of poor performance (vibration of the rod, no fluid 

FIGURE 5.12  Industry 4.0. (Balyer and Oz, 2018).
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being lifted, etc.) the operator wants to algorithms to suggest possible causes and 
mitigation or repair steps.

5.11  Conclusion: do you know if your data is correct?

Are there dark clouds on the horizon, holding your data hostage? As organiza-
tions look to adopt the new wave of coming technologies (like automation, arti-
ficial intelligence and the Internet of Things), their success in doing so and their 
ability to differentiate themselves in those spaces will be dependent upon their 
ability to get operational data management right. This will become increasingly 
important as connected devices and sensors proliferate, causing an exponential 
growth in data—and a commensurate growth in opportunity to exploit the data.

Those that position their organizations to manage data correctly and under-
stand its inherent value will have the advantage. In fact, leaders could pull so 
far in front that it will make the market very difficult for slow adopters and new 
entrants.
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Chapter 6

Getting the Most Across the 
Value Chain

Robert Maglalang
Value Chain Optimization at Phillips 66, Houston, TX, United States

6.1  Thinking outside the box

In today’s global and fast changing business environment, the urgency with 
multinational companies to find readily implementable digital solutions has in-
creased significantly as the underlying science yielding operational and business 
improvements has matured over the past decade. Companies lacking innovative 
ways to extract incremental value from existing and new business ventures will 
be left behind.

Manufacturing plants, in general, manage billion dollars’ worth of raw and 
finished products daily across the US—and globally. The quantities of data ana-
lyzed in a product life cycle, capturing cost-to-produce, logistics, working capi-
tal, and other ancillary costs are massive and difficult to both consolidate and 
integrate. Many production companies still rely heavily on manual processes to 
evaluate opportunities and economics.

Adopting new technologies has been slow in many industries, and much 
more so in the oil and gas sector. The traditional, siloed infrastructures to drive 
quantitatively based decision making are not up to the challenge as the process-
es in-place are simply inefficient, thereby creating business risks with regards to 
data consistency, accuracy, and completeness. In a production plant setting for 
example, replacing a paper-based system with intrinsically safe gadgets or stor-
ing data in a cloud is not an easy transition due to the sensitivity in the security 
level and risks of causing disruption in the operations. However, since many 
architecture foundational systems are near the end of useful life—and with re-
newed focus on improving productivity and yield while cutting down costs—
more energy companies are opening their world to the digital technology era.

The production plant is the universe around which the organizational im-
provement focus revolves—a wise investment of resources, as they are the out-
right cash cows. Emphasis on the plant level optimization and improvements 
can help a company realize significant value creation through asset reliability 
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and integrity and increase in energy efficiency and productivity. However, put-
ting all strategic efforts alone in the production margin may not move the needle 
in terms of dollars, especially for the oil majors. Outside of this huge “plant 
box,” the greater portion of the business operates in a very competitive market 
environment where significant opportunities lie. Decision makers require intel-
ligent models with real-time information not only to be immediately available 
but also to provide valuable insights.

6.2  Costing a project

When implementing ML methods in the industry, we naturally ask: Is it worth 
it? Measuring the benefit of the technology and its outcomes is not easy. In 
fact, not even its cost is easy to measure. Fig. 6.1 presents a common situation 
in large corporations when a significant new initiative is launched. While it is 
comical to portray the misunderstandings in this fashion, the dire reality is that 
they often prevent the value from being generated and, in turn, give the technol-
ogy a bad name.

The point is that before we can talk about measuring the added value of 
machine learning, we must be very clear and transparent in our communication 
what we expect it to deliver. Often, industry managers are unsure about what 
they expect and need help to fully understand even what they could expect. 
Many vendors choose to dazzle with vocabulary, acronyms, technologies and 
dashboards without ever getting down to properly defining the situation—the 
last image in Fig. 6.1. As John Dewey said, “a problem well stated is a problem 
half solved.”

FIGURE 6.1  Common problems in communication when implementing a complex project, 
such as machine learning initiative.
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In costing an ML application, consider

•	 Providing sufficient domain expertise to the machine learners so that they 
can model the problem in its full practical complexity.

•	 Involving the end users to define in what manner they need the answer deliv-
ered so that the answer becomes actionable and useful.

•	 Obtaining good quality, comprehensive, representative, statistically signif-
icant, and high-frequency data to enable the data-driven learning to take 
place.

•	 Employing expert machine learners to design the algorithms to calculate a 
precise and accurate answer.

•	 Spending enough time and effort not just in building the system but testing 
and debugging it while involving everyone concerned.

•	 Investing in change management to transition the organization’s procedures 
into being able to utilize the new technology in a practical way.

Vendors focus on the technological costs of the project, the effort and cost of 
testing and change management are significant. In fact, most projects that fail, 
fail because of poorly executed change management. We will discuss this issue 
later in this chapter.

Most projects that run over the time and financial budget, do so because 
testing and debugging the system takes longer than expected. One way to 
mitigate this problem is to use the agile methodology of software develop-
ment—discussed in Chapter  7 of this book—which incorporates feedback 
into the development cycle. No matter how the project is run however, suf-
ficient attention must be paid to gathering practical feedback from the end 
users and adjusting to that feedback. The second most common reason for 
project failure, after insufficient change management, is a lack of real-world 
understanding flowing into the analysis. Whenever a vendor claims to be able 
to solve a problem without detailed and deep domain knowledge, it spells 
doom from the start.

6.3  Valuing a project

After knowing what it would cost to realize a project, we can think about what 
it would yield. The reason to think about the benefit after the cost is that the 
process of costing involved a detailed definition of what the project entails. 
From experience, projects that were valued prior to a detailed planning were 
overvalued because of the hype of machine learning that supposedly promises a 
panacea to all ills in no time at all.

Based on the project definition, what is the kind of benefit being derived? 
In many cases, there are several benefits. Common dimensions include (1) an 
increase of revenue, (2) a decrease in cost, (3) a higher production yield, (4) a 
higher production efficiency, (5) a reduction in staff, (6) a speed-up of some 
kind, (7) consumption of fewer material resources, (8) a reduction in waste or 
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scrap, and (9) a novel business model. Most of these can be measured if we have 
realistic estimates available.

The last item, a novel business model, is interesting because it is often cited 
and recognized as very exciting. It is also quite uncertain. Nevertheless, ar-
tificial intelligence has enabled numerous new business models that are very 
profitable and are based essentially in the fast speeds and high complexities 
that ML models support. Cars without drivers are perhaps the most commonly 
envisioned transformation in this respect.

In considering the benefits of a project, consider all the stakeholders and 
their individual benefits as well. They may align with the corporate goals, or 
not. Also consider the risks if the project does not work out or works less well 
than imagined. See Fig. 6.2 for an overview of all the factors involved in valu-
ing a project.

A case in point is the famous “pain point” of the customer. Frequently, the 
issue that generates the most frustration for certain individuals is at the top of 
their mind and quickly raises the idea that ML could make this issue go away. 
Enthusiasm is quickly built and a project is envisioned. Vendors are tripping 
over themselves to fulfill the need and make the customer’s pain go away. Fi-
nally, a real customer has a real pain point! A sale might be near. Celebrations! 
But hold your horses. Two separate issues must be examined before too much 
enthusiasm can be spent on this idea by either the vendor or the people who feel 
the pain.

First, it must be determined how the benefit is going to be measured. Sec-
ond, the benefit must then be measured and determined to be large enough. 
Many situations conspire together to make these two issues work out against 
doing the project. Let’s address both points.

FIGURE 6.2  Overview of the drivers in the business case behind a data science project.



Getting the Most Across the Value Chain  Chapter | 6    115

6.3.1  How to measure the benefit

The example for this is predictive maintenance. This is the most discussed 
topic in the oil and gas industry where applications of ML are concerned. By 
the number of articles published and webinars held—by top managers of oil 
and gas operators—on this topic, one would think that this is applied ubiqui-
tously across the industry and world. Far from it. Only a very few companies 
have deployed it, and even then only in special cases and restricted geographi-
cal areas.

One common reason is that maintenance is almost always viewed as an an-
noying cost item and entirely separated from production. Assessing a mainte-
nance solution by the amount of additional production it enables, is obvious. 
However, most companies do not do their accounting in this way. As a mainte-
nance solution, the maintenance department will have to pay for it and so it must 
yield a financial benefit within the confines of the maintenance budget. This 
benefit may be large but the effect on production is almost certainly far greater. 
Can your organization think broadly enough to consider cross-departmental 
benefits?

6.3.2  Measuring the benefit

At first glance, measuring the benefit is just an estimate of what the ML project 
can deliver and putting a financial value to it. However, it is not quite so easy.

All ML methods will produce some false-negatives and false-positives. In 
the cases of a regression or forecasting task, the equivalent would be an out-
lier calculation. No matter what method you employ, it will sometimes make a 
mistake. Hopefully, this will be rare but it will occur and you must consider it.

Statistically speaking, the most dangerous events are those that are very rare 
and cause large damage. It is very difficult to accurately assess the cost of such 
events because we cannot reliably assess their likelihood or cost. The most fa-
mous example is Deepwater Horizon where a simple cause leads to a global 
disaster. Clearly this type of event is rare and very costly in multiple ways. Fear 
of such events often leads to an operator not implementing, or not rolling out, 
an ML initiative. It may represent the main obstacle to full adoption of ML by 
the industry. The perception of risks threatens to undermine the entire value 
consideration and so it is important that this be dealt with early on in the discus-
sions, see Fig. 6.3.

6.4  The business case

The business case, then is a combination of five items

1.	 Definition of the situation, challenge and desired solution
2.	 Cost and time plan for producing or implementing the solution.
3.	 Benefit assessment of the new situation.
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4.	 Risk analysis of what might go wrong and lower the benefits or increase the 
costs.

5.	 Change management plan of how to implement the solution once it has been 
created.

If the benefits outweigh the costs—plus or minus the risks—it is worth do-
ing. The assessment is very sensitive to one’s point of view as illustrated above 
with the manner in which benefits are calculated.

Chapter 8 in this book analyses the position of pilot testing in this process 
in some detail. It is often desired by oil and gas operators to conduct a pilot for 
an ML project in which the ML method is tested out. There are three common 
dangers in pilot programs. First, pilots often assess only the technology and not 
the benefits. Second, some pilots try to fully gain and assess the benefits without 
spending the costs and then obviously fail. Third, most pilots are started using 
a concrete problem only as a stand-in because the real vision is a vague desire 
to learn what ML can offer and how it works. This last danger is particularly 
significant because it means that the organization never intends to put this par-
ticular project to productive use.

The business case of ML is similar to all business case arguments. It differs 
in only two essential ways.

First, the uncertainty of what the solution will look like, which makes the 
cost and benefit analysis more intransparent.

Second, the expectations and fears of ML in general. Often both are overly 
inflated by marketing from vendors (who inflate expectations) and cautionary 
tales by utopians (who are afraid of the robot apocalypse).

FIGURE 6.3  Risk, or the perception of them, may derail any careful consideration of costs 
and benefits.
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The first can be solved easily by some level-headed thinking. The second by 
talking with some machine learners who are not afraid to say what is realistic 
and what is squarely within the realm of Hollywood movies.

6.5  Growing markets, optimizing networks

A simple example of an application of ML in the oil and gas industry is a plant 
operation with multiple terminals and retail stations, see Fig. 6.4. Each node on 
the graph represents either a terminal (if arrows are leaving it) or a retail station 
(if arrows arrive at it).

The product distribution and placement are bounded by many challenges. 
There are logistics constraints, bottlenecks, new routes, and infrastructure re-
strictions among others that require predictive analytics for real-time decision 
support. With the sheer volume of information moving at lightning speed, lack-
ing intelligent details and degree of granularity is not optimal for agile, yet 
vetted decisions.

In an ideal environment, plant production is well matched with secure place-
ment demand. The volume allocation in a pipeline or terminal is at the optimum 
integration and any additional barrels will fill the line up-to capacity. However, 
even in this ideal logistics set-up, price fluctuations in the market can represent 
significant risks. In addition, operating plants normally have unplanned outages 
and unit upsets that can disrupt the supply and demand equilibrium, and the 
integrated systems would need to absorb the impact in a dynamic market.

FIGURE 6.4  Integrated network of terminals and retail stations.
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The availability of advanced tools such as Machine Learning (ML) provides 
a better way to analyze data more quickly and accurately than ever—and unlock 
potential for margin improvements by incorporating optimization and growth 
economics to maximize value chain profitability. Machine learning allows ma-
nipulation and analysis of “Big Data” to generate key insights such as: (1) what 
happened in the business, (2) what is happening now, and (3) what is likely to hap-
pen in the future. Likewise, optimization using ML offers more detailed analytics 
and new possibilities to answer important strategic business questions such as:

•	 What is the optimum integration target that maximizes overall margin?

•	 What is the impact to the net margin if new products or blend stocks are 
produced to meet the market needs?

•	 What is the overall net effect to re-supply a network of terminals to cover 
production shorts?

•	 Where is the optimum volume allocation if new route is added?

•	 Where is the next best alternative?

•	 What happens to the net margin if there are production change impacts or 
market shifts?

•	 How much volume should be sold at the spot market or exchange partners?

•	 Where are the growth opportunities based on industry views or market intel-
ligence?

•	 Is a project investment justified to meet market demand?

The answers can be derived in multiple ways, and the level of accuracy and 
consistency can vary significantly depending on the methods utilized. While 
any forecasted metric is only an estimate, the decision criteria are tied math-
ematically and can be scientifically computed using real-time optimization to 
capture market opportunities.

6.6  Integrated strategy and alignment

In a multi-channel network, the applications of data driven analytics to make 
supply and demand decisions are integral to efficiently deliver consistent and 
transparent optimization processes and to increase margin capture. Across busi-
ness units, the data mined to generate actionable insights do not provide a com-
plete picture without the ability to view all the components together as a system. 
The diagram in Fig. 6.5 is a good example of a quantitatively dependent systems 
that can significantly benefit from business driven analytics:

In complex, multi-functional processes, using conventional ways of mining 
hundreds of thousands of rows of data, analyzing the information, and present-
ing the results is a huge challenge without a reliable ML model. It is enormously 
time consuming to clean-up, sort, or transfer data before it can be accessed and 
consumed by decision makers. The most cost-effective solution to solve this 
common problem in the industry is to build a supported IT architecture an-
chored by ML algorithms in order to align the value chain capture.
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The ML model integrates, correlates, and computes answers to strategic 
business questions as well as screen opportunities dynamically. The traditional 
method would take several hours or days to get to a degree of granularity needed 
for vetted decisions and could be error prone due to its inability to handle this 
size of information with limited functionalities. Extracting useful data and mov-
ing the information to where it is needed quickly would add significant value to 
the financial bottom line.

6.7  Case studies: capturing market opportunities

The downstream refiners deal with a number of challenges across the energy 
value chain, from crude oil purchases to product placement all the way to the 
retail business. Employing ML as a tool to make many detailed analyses in 
real-time and respond to external factors that are moving too quickly enables 
refiners to adapt their go-to-market strategy and operation to support profitable 
business decisions.

One of the strategic opportunities is on crude optimization, which can be in 
billion-dollar transactions for refiners with multiple sites. The main challenges 
are crude transport and delivery period which can be roughly 1–2 months transit 
time; and there is no real-time dashboard for crude selection and trading deci-
sions available that are “plug-and-play.” The process starts when a price forecast 
is published as the basis for a refining crude run. The site planning team deter-
mines how to re-optimize the plant on a weekly cycle according to the prior 
week’s forecast. A facility will run its own Linear Programming (LP) modeling 
which is oftentimes done via a simple spreadsheet program, and the results are 
shared back to the trading and commercial teams to show the optimized crude 
rates based on the incremental margin. If there are multiple refineries in a re-
gion, the synergies are often ignored, as the LP analysis is limited to a single 
site. Table 6.1 summarizes the process from data collection to dashboard devel-
opment utilizing ML and analytics for crude selection and trading decisions on 
most recent LP reports.

FIGURE 6.5  Value chain system.
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TABLE 6.1 Crude/feedstock optimization.

Data sources Database

Crude supply/
trading (user 
inputs) Results

Crude assays Integrates all 
relevant data to find 
correlations and 
empirically develop 
the model without 
the involving human 
expertise

Selects available 
crudes and 
corresponding 
volume

Dashboard

Refinery LP (unit 
yields, capacities, 
product blending, 
rates, etc.)

Mathematical 
representation to 
compute the “state” 
of the refinery based 
on the historical 
datasets, factoring in 
time and cause and 
effect

Adds price “real-
time”

Compares base 
slate versus new/
optimum slate in 
terms of volume 
swapped and 
margin versus 
reference

Price forecast ($/
bbl cost/margin/
crack, RCV, BE, 
etc.)

Goal is to maximize 
profit by comparing 
available crudes 
to purchase versus 
alternative

Enters transit time Shows current 
tank levels (OIS 
connectivity), crude 
rates

OIS—plant 
monitoring system

Other relevant info 
for Traders/Supply 
Team to make 
decision real-time

Upcoming T/A 
plans—unit 
impacted

Independent 
variables:

Refinery

Crude Type Update unit 
limitations, as 
needed

Note: At least 5 
years of Historical 
Data are available 
to train the model

Price of Crude

Transportation Cost

Transit Time

Product Prices

Market Crack
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In a nutshell, the software tool streamlines the following process:

1.	 Crude assays are integrated into the data sets and merged with the refinery 
model and trader’s price inputs or forecasts, considering all the data sources 
as a single, complex system.

2.	 Models are created to correlate refinery LP results (i.e., crude base slate, 
available crudes for substitution, margin/or incremental value relative to a 
crude base slate, breakeven, products sales, etc.) to determine the mathemat-
ical relationships of the parameters.

3.	 Each crude will have a corresponding assay, crude/freight costs (changes 
over time) and relative crude value (value or margin of the candidate crude 
relative to a crude base slate) and break even (price at which the refinery 
is indifferent to the crude purchase) and other key measurement from the 
LP run.

Data sources Database

Crude supply/
trading (user 
inputs) Results

Dependent variables:

Refinery Crude 
Value—margin or 
incremental relative 
to a base slate 
(generally determined 
via LP—change 
in variable margin 
per barrel of crude 
substituted). Delta 
objective function 
divided by barrels 
substituted

Breakeven Value—
full product value 
without regards to 
its cost (a.k.a. cost 
at which you are 
indifferent)

Product Mix—
expected production 
yields based on 
parameters

TABLE 6.1 Crude/feedstock optimization. (Cont.)
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4.	 Once the “state” of the refinery is set, crude buyers can then make crude 
selections based on current prices and product margins to capture opportuni-
ties.

5.	 The goal is to compute for the highest margin from the available crude in the 
market to maximize profit across the value chain.

6.	 The model is refreshed whenever the refinery updates the LP run (to incor-
porate process unit constraints, among others).

The process simplifies the data handoffs, improve agility and speed-to-deal, 
and consistent and transparent transactions when buyers term-up commitments 
and optimize crude purchases.

Another opportunity for refiners is on product placement economics. Re-
balancing volume allocations to account for strategically advantaged markets 
and seasonal market liquidities are huge value creation—if all pieces of infor-
mation are analyzed collectively. Combining hundreds of thousands transac-
tional data points into a coherent scorecard, while examining the market con-
ditions to figure out whether the benefits outweigh the risks, can be a game 
changer (Fig. 6.6).

Divisions within commercial or marketing organizations can rely on an op-
timization tool anchored by ML that determines the optimum integration level 
in specific regions, based on maximum return to the business unit. The model 
assesses logistics, identifies bottlenecks, incorporates seasonal market liquidity, 
and covers production shorts to re-balance volume allocation. Product place-
ment economics is evaluated real-time to adjust for production changes and 
market shifts.

The first step is to understand the historical volumes produced at specific 
site, including seasonal market liquidities, see Fig. 6.7.

FIGURE 6.6  Marketing system.



Getting the Most Across the Value Chain  Chapter | 6    123

Then, the capacity constraints and capabilities at the terminals and pipelines 
to meet fuels requirements are incorporated into the model, including sourcing 
and blending, to establish baseline numbers, see Fig. 6.8.

Once the baseline is established, the tool can evaluate the net margins at the 
terminal and product level, see Fig. 6.9.

One of the fundamental drivers to maximize net margin is the flexibility to 
allow for pricing sensitivities and variations. These can be manually inputted 
into the software interface, see Fig. 6.10.

FIGURE 6.7  Understanding seasonality.

FIGURE 6.8  Visualizing constraints on the system.
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Once all the information is combined—and applying robust methodology to 
improve margins—the tool can determine the most advantaged market and in-
cremental economics on a consistent basis. Key decisions, such as project invest-
ment, alternative supply availability, and integration targets, would require ad-
vanced predictive analytics to anticipate market shifts and production changes. 
The ML platform can view the entire market as a whole and allows for aggressive 
marketing penetration as local placement grows; or becomes more competitive.

As shown in Fig. 6.11, significant margins can be realized when the overall 
network is optimized.

Relevant dashboards and data visualizations can also be built on the front-
end to support real-time decision making, with seamless integration with other 
systems, see Fig. 6.12.

The digital foundation can be a mash-up of multiple applications built over a 
single optimization ML tool. Leveraging existing systems for crude or products 
data analytics can help achieve the profitability goals more efficiently, as long 
as the digital engine is backed by the right technology platform.

FIGURE 6.9  Analyzing margins.

FIGURE 6.10  Specifying the drivers and decisions.
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6.8  Digital platform: partner, acquire, or build?

In most cases, the software solutions for industrial applications are not read-
ily available. Outside of the plant environment, business driven analytics and 
models with accompanying reports and dashboards have not been implemented 
on a large scale to augment decision-making. If vendors have plug and play 
software that works, the estimated cost is typically a tiny fraction compared to 
the potential earnings that can be realized if the right solution results in a timely 
and efficient execution.

FIGURE 6.11  Improved margins after optimization.

FIGURE 6.12  Visualize actions that must be taken.



126    ﻿Machine Learning and Data Science in the Oil and Gas Industry

To continuously improve and deliver sustainable business performance, 
companies have put together dedicated resources and formed digital analytics 
teams within the organization. Relying on internal capabilities is critical to en-
sure there are clear accountabilities and long-term success. The main players 
are the data engineers and data scientists combined with subject matter experts 
and consultants to develop a pipeline of projects around system improvements 
and automation. With the support from industry consultants, clients evaluate 
the project trade-offs to set the framework for capital allocation. Also, by going 
through discussions around effort vs. impact, for instance, they can prioritize 
high value projects, quick wins, and strategic activities aligned with the overall 
company objectives and aspirations.

One of the main challenges in launching new applications is timely imple-
mentation. Staff needs to understand the complexity of the problems and the 
right solutions while also figuring out whether to build the software, partner 
with vendors that have existing or similar type solutions, or acquire the technol-
ogy outright, if available. There will be trade-offs and conflicting perspectives 
with these options, and the required implementation timeframe is an important 
parameter in the decision criteria.

Another consideration is developing a network of excellence with data sci-
ence and engineers in-house, which is not easy since the roles require program-
ming and IT skills, math and statistics knowledge, and scientific expertise. For 
oil and gas companies, it would take several months or even years to build inter-
nal capabilities as these roles are neither their bread-and-butter nor reside within 
the organization. Plus, the importance of the full-time internal experts may di-
minish over time when the technology has been implemented company wide.

A hybrid approach (in-house experts with outside consultants) is more suit-
able for skill reinforcement and coordination; and to distribute the load evenly. 
While it is costly to use consultants to provide on-site expertise and support, 
utilizing them to varying degrees and fostering knowledge sharing could fast 
track the implementation of the key projects across the enterprise, allowing the 
company to improve cross functional collaboration and enhance competitive 
position in the market in a timelier fashion.

6.9  What success looks like

Applying machine learning in the decision process is business critical, most es-
pecially when the key factors are unknown, and the quantification of uncertain-
ties and risks can be formulated using existing data. ML has been fully tested 
in various applications not only to measure opportunities but also to predict and 
prescribe solutions that enable rapid decisions and deliver profitable growth and 
enhance returns.

Adoption of ML in the workplace environment is not going to be easy, like 
any new tool to get the users’ buy-in and trust. Change management is funda-
mental in this process to communicate the scope definition and expectations 
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up-front and drive awareness and establish connection points with the impacted 
stakeholders. With dedicated change management resources, they can support 
the tool implementation by providing required training, gaining alignment, and 
creating an open channel for feedback.

Change management is nicely displayed in Fig. 6.13 where we see the evo-
lution of an individual over the course of some change. It begins with anxiety 
and transitions into happiness that something will change, bringing with it the 
hope that a pain might go away. But quickly fear settles in as it becomes unclear 
what impact it will have and might present a bigger change than anticipated. 
This is followed by guilt at having initiated or participated. At this point, many 
people chose to stop or become hostile. We must encourage people to see the 
project as an opportunity here so that they can see it working and see themselves 
as part of the brave new world.

Guiding people through this process is what defines change management. 
Without a dedicated change management process, too many people involved 
will either give up or develop hostility and this leads to project failure. Only 
with dedicated effort can we bring most, or all, people to the new situation with 
some enthusiasm and only then will the ML project succeed.

In this effort, it must be recognized that the number of people affected by the 
new technology is usually quite a bit larger than the group that worked on the 
project itself. Particularly in the oil and gas industry, it is the end users who are 
expected to use the product on a daily basis that are not involved in the process 
of making or configuring the product. This alone leads to tensions and misun-
derstandings. If the end users are the maintenance engineers who are expected 
to use predictive maintenance, for example, we may be talking about several 

FIGURE 6.13  An adaptation of John Fisher’s personal transition curve.
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hundred individuals who have to transform from reactive to proactive lifestyles 
at the workplace.

Ultimately, the business solution needs to be simple and streamlined, pro-
vide a higher level of accuracy, and give decision makers the right information 
at their fingertips at the right time. The company significantly benefits financial-
ly when existing or new data is examined from a slightly different angle— and 
derive actionable insights.
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Chapter 7

Project Management for a 
Machine Learning Project

Peter Dabrowski
Wintershall Dea, Hamburg, Germany

Now that we have a better understanding of machine learning in the context of 
oil and gas, we can explore how to best execute these types of projects. A valid 
question to ask at this point might be: Is the management of projects with a 
machine learning component so different that it warrants its own in-depth dis-
cussion? The simple answer is “yes,” due to the complex and unique nature of 
machine learning projects, especially when applied to the oil and gas industry.

To further answer this question, it is helpful to view machine learning in the 
context of digitalization. Regardless of chosen technology, cloud computing, 
smart sensors, augmented reality, or big data analytics, the driver behind digita-
lization will in many cases be a change in the business model to allow for higher 
efficiencies and new value adding opportunities. This is not to say the explora-
tion and production (E&P) business has not been innovative in the past. The in-
troduction of horizontal drilling, multilateral wells, deep water drilling and other 
new technologies pushed the envelope of what is technically feasible in E&P.

Now, with the application of digitalization, we are leaving the arena of our 
core business. As we work to marry the traditional rough-neck technologies 
with digitalization, what is home turf to Amazon, Google, and Microsoft, we 
might as well learn from their experiences.

You will notice that this digitalization approach is somewhat different. 
Buzzwords, such as Scrum and Agile, will be demystified and translated into 
our business processes. In the end, you will find that these new processes are yet 
another set of tools in your toolbox.

7.1  Classical project management in oil & gas-a (short) primer

Projects in the oil and gas industry are some of the most complex and capital 
intensive in the world. Major projects, like installation of an offshore production 
rig, can cost upwards of US$ 500 million and make up a significant percentage 
of a company’s expenditures and risk exposure. Therefore, focusing on how to 
best manage processes, dependencies and uncertainties is imperative.
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Traditionally, large projects in engineering design are run sequentially. This 
sequential approach is phased with milestones and clear deliverables, which 
are required before the next stage begins. These stages can vary, depending on 
needs and specifications, but typically all variations contain at least these five 
basic blocks (Fig. 7.1):

With the workflow cascading toward completion, this approach is often re-
ferred to as the Waterfall method. This terminology was applied retroactively 
with the realization that projects could be run differently (e.g., Agile).

The Waterfall method is one of the oldest management approaches. It is used 
across many different industries and has clear advantages, including:

•	 Clear structure-With a simple framework, the focus is on a limited number 
of well-defined steps. The basic structure makes it easy to manage, allowing 
for regular reviews with specific deliverable checks at each phase.

•	 Focus-The team’s attention is usually on one phase of the project at a time. 
It remains there until the phase is complete.

•	 Early well-defined end goal-Determining the desired result early in the pro-
cess is a typical Waterfall feature. Even though the entire process is divided 
into smaller steps, the focus on the end goal remains the highest priority. 
With this focus comes the effort to eliminate all risk that deviates from this 
goal.

Although the Waterfall method is one of the most widely used and respected 
methodologies, it has come under some criticism as of late. Depending on the 
size, type, complexity, and amount of uncertainties in your project, it might not 
be the right fit. Disadvantages of the Waterfall method include:

•	 Difficult change management-The structure that gives it clarity and simplic-
ity also leads to rigidity. As the scope is defined at the very beginning of the 
process under very rigorous assumptions, unexpected modifications will not 
be easy to implement and often come with expensive cost implications.

FIGURE 7.1  Example workflow of the Waterfall method.
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•	 Excludes client or end user feedback-Waterfall is a methodology that focus-
es on optimization of internal processes. If your project is in an industry that 
heavily relies on customer feedback, this methodology will not be a good fit, 
as it does not provision these kinds of feedback loops.

•	 Late testing-Verification and testing of the product comes toward the end of a 
project in the Waterfall framework. This can be risky for projects and have impli-
cations on requirements, design, or implementation. Toward a project’s end, large 
modifications and revisions would often result in cost and schedule overruns.

Given its pros and cons and its overall rigid framework, the Waterfall meth-
od seems an undesirable management approach for machine learning projects. 
However, with so many management approaches from which to choose (e.g., 
Lean, Agile, Kanban, Scrum, Six Sigma, PRINCE2, etc.), how do we know 
which is best for machine learning projects?

One way to begin to answer this question is to categorize projects based on 
their complexity. Ralph Douglas Stacey developed the Stacey Matrix to visual-
ize the factors that contribute to a project’s complexity in order to select the 
most suitable approach based on project characteristics (Fig. 7.2).

FIGURE 7.2  Stacey Matrix with zones of complexity.
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On the y-axis, it measures how close or far members of your team are from 
agreement on the requirements and objectives of the project. Your team mem-
bers might have different views on the goals of the project and the needed man-
agement style to get there. Your company’s governance will influence the level 
of agreement as well.

Your project’s level of certainty depends on the team’s understanding of 
the cause and effect relationships of the underlying technology. A project is 
close-to-certain if you can draw on plenty of experience, and you have gone 
through the planned processes multiple times. Uncertain projects are typically 
challenged by delivering something that is new and innovative. Under these 
circumstances experience, will be of little help.

Based on these dimensions, we can identify five different areas:

1.	 Close to agreement/close to certainty-In this zone, we gain information from 
the past. Based on experience, it is easy to make predictions and outline de-
tailed plans and schedules. Progress is measured and controlled using these 
detailed plans. Typically, we manage these types of projects using the Wa-
terfall approach.

2.	 Far from agreement/close to certainty-These projects usually have high cer-
tainty around what type of objectives and requirements can be delivered, but 
less agreement about which objectives are of greatest value. In situations 
where various stakeholders have different views on added value, the proj-
ect manager typically has difficulties developing a business case because of 
the underlying conflicts of interest. Under these circumstances, negotiation 
skills are particularly important and decision-making is often more politi-
cal than technical. In these instances, the favored management approach is 
Waterfall or Agile.

3.	 Close to agreement/far from certainty-Projects with near consensus on the 
desired goals, but high uncertainty around the underlying technologies to 
achieve those goals fall into this category. The cause and effect linkages are 
unclear, and assumptions are often being made about the best way forward. 
The driver is a shared vision by stakeholders that everyone heads toward 
without specific, agreed upon plans. Typically, Agile is the approach chosen 
for these types of projects.

4.	 The zone of complexity-The low level of agreement and certainty make proj-
ects in this zone complex management problems. Traditional management 
approaches will have difficulties adapting, as they often trigger poor decision-
making unless there is sufficient room for high levels of creativity, innova-
tion, and freedom from past constraints to create new solutions. With adapt-
ability and agility being the key, Scrum and Agile are useful approaches here.

5.	 Far from agreement/far from certainty-With little certainty and little agree-
ment, we find the area of chaos. The boundary to the complex zone is often 
referred to as the “Edge of Chaos.” Traditional methods of planning, visioning, 
and negotiating often do not work in this area and result in avoidance. Strate-
gies applied to address these situations are called Kanban or Design Thinking.
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Simplifying these different projects down to the degree of available knowl-
edge and characteristics and the responsibilities of a leader highlights the inher-
ent differences.

In Table 7.1, we see how important it is to choose the right process for each 
project. Although these categories are highly dependent on environment and the 
team’s capabilities (a project that is complicated for an expert can be complex 
for a beginner), most oil and gas projects are typically categorized as complicat-
ed. They are characterized by best practices and focus on efficiency. Execution 
works fantastically well with top-down management and clean lines of author-
ity for command and control. In these circumstances, the Waterfall method is 
the best management option.

What about machine learning projects? Application of machine learning and 
artificial intelligence to modern day problems is an innovative process. When 
compared with other industries, machine learning in the oil and gas industry has 
only recently found its application. Only governments lag farther behind oil and 
gas even further when comparing industry adoption of digitalization technolo-
gies [Source: World Economic Forum].

Machine learning is most effective when applied to complex problems. 
As outlined earlier, these are projects with many variables and emerging, 

TABLE 7.1 Complexity in relation to management style according to the 
Cynefin framework.

Environment Characteristics Leader's job

Chaotic 
(little is known)

High turbulence
No clear cause-effect
True ambiguity

Action to re-establish order
Prioritize and select work
Work pragmatically rather 
than to perfection, act, sense, 
respond

Complex
(more is unknown 
than known)

Emerging patterns
Cause-effect clear in 
hindsight
Many competing ideas

Create bounded environment 
for action
Increase level of 
communication
Servant leadership
Generate ideas, probe, sense, 
respond

Complicated
(more is known 
than unknown)

Experts domain
Discoverable cause-effect
Processes, standards, 
manuals

Utilize experts for insights
Use metrics to gain control
Sense, analyze, respond

Simple
(everything is 
known)

Repeating patterns
Clear cause-effect
Processes, standards, 
manuals

Use best practices
Establish patterns and optimize
Command and control, sense, 
categorize, respond
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interdependent interactions. With the interplay between these variables and de-
pendencies being too complicated to predict, upfront planning is useless

As previously stated, Scrum is the most often used management approach to 
tackle complex projects. Soon, we will dive into the details of applying Scrum 
to projects, but before doing so, let us highlight the pitfall for managers, if this 
premise is not well understood.

The danger comes in the form of established processes and habits. As men-
tioned, the majority of E&P projects are being managed through the Waterfall 
method. However, a leader tasked with managing a complex machine learning 
project and using only familiar tools from simple or complicated projects is a 
recipe for conflict, failure, and misunderstanding.

From Table 7.2, we can see how the characteristics of a complex project, 
with uncertainty in the process and creative approaches, entails too many com-
peting ideas that rely on the respective skills and competencies of the leader.

For a complex project, a good approach is to rely less on experienced pro-
fessionals in the specific technical field, but rather, collect various theories and 
ideas and observe the effect of choices by using an Agile approach. (You can, 
of course, heavily rely on team members with experience with Agile projects). 
The project team must identify, understand, and mitigate risk as new results 
emerge. This often happens at a rapid pace, requiring a good leader to be an 
integral team player by enabling the rest of the team and driving cooperation 
and open communication. This type of leadership is referred to as “servant 

TABLE 7.2 The importance of matching the right management style with 
the respective project type.

Source: Adapted from Scrum.org/PSM.
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leadership.” In order to arrive at productive solutions for complex projects, 
teams must approach a problem holistically through probing, sensing and re-
sponding, as opposed to trying to control the situation by insisting on a plan of 
action (Fig. 7.1).

The potential mismatch between organizational requirements of a success-
fully managed, complex project and what a typical Waterfall environment pro-
vides as outlined in Fig. 7.2 is why we need a different project management 
approach to machine learning projects. In the next section, we explore the spe-
cifics of Agile and Scrum and learn how these approaches are best applied to 
the world of oil and gas.

7.2  Agile-the mindset

Agile, Sprint, Scrum, Product Owner, and Retrospective-welcome to the world 
of digitalization buzzwords. A world that from the perspective of traditional 
project management might come across as disorganized-a passing fad, not to 
be taken seriously. However, by the end of this chapter, you will be able to put 
meaning to the buzz and understand where and how this approach is best applied.

The term Scrum was introduced 1986 by two Japanese business scholars. 
They published the article “New New Product Development Game” (that is not 
a typo) in the Harvard Business Review, describing a new approach to commer-
cial product development that would increase speed and flexibility. Scrum has 
its roots in manufacturing (e.g., Japanese automotive, photocopier, and printer 
industries) and made its way into the software development industry to establish 
a new process, as an alternative to the dominant Waterfall method.

In 1995, Jeff Sutherland and Ken Schwaber, two US American software 
developers, formalized the method in a paper they presented at the OOPSLA 
conference in Austin, Texas. Their collaboration resulted in the creation of 
the Scrum Alliance in 2002-a group of pioneers in Agile-thinking who came 
together to evaluate similarities in Agile methods. The result of the group’s 
work was the Agile Manifesto, outlining the 12 principles of Agile software 
development.

In 2009, Ken Schwaber left the Alliance and became the founder of Scrum.
org, which oversees the Professional Scrum Certification and publishes an 
open-source document called The Scrum Guide. The Scrum Guide is today’s 
standard reference guide for Scrum project management.

So, what exactly is Agile and Scrum then? Agile is a general term that de-
scribes approaches to product development, focusing on incremental delivery 
and team collaboration with continual planning and learning. It is a set of prin-
ciples and values with people, collaboration and interaction at its core and it can 
also be applied in other fields, such as organizations and training. While Agile 
provides the mindset, it is Scrum that outlines the concrete framework. It is one 
of various frameworks under the Agile umbrella, and the one that we will con-
centrate on for the purpose of managing machine learning projects.
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7.3  Scrum-the framework

If you are a fan of the sport of rugby, you certainly have heard of the term Scrum 
before. This word choice is no coincidence. In rugby, a Scrum (short for scrum-
mage) refers to restarting a play and involves players being densely packed with 
their heads down, attempting to gain possession of the ball and progress down 
the field.

The terminology is purposefully chosen by Takeuchi and Nonaka (1986), 
who already in their original paper pointed towards the analogy: “The tradition-
al sequential or ‘relay race’ approach to product development [...] may conflict 
with the goals of maximum speed and flexibility. Instead, a holistic or ‘rugby’ 
approach - where a team tries to go the distance as a unit, passing the ball back 
and forth - may better serve today’s competitive requirements” (Fig. 7.3).

Also, Schwaber recognized the similarities between the sport and the man-
agement process. The context is the playing field (project environment) and the 
primary cycle is to move the ball forward (sprint) according to agreed rugby 
rules (project controls). Further, the game does not end until the environment 
dictates it (business need, competition, functionality, or timetable). Interesting-
ly, he also acknowledged that rugby evolved from breaking traditional soccer 
rules, alluding to how Agile is new relative to traditional Waterfall framework.

Fast-forwarding to the present and using The Scrum Guide as reference, we 
note the following definition: “Scum (n): A framework within which people can 
address complex adaptive problems, while productively and creatively deliver-
ing products of the highest possible value.”

Scrum is a lightweight framework for enabling business agility. Rather than 
being a process or technique for building products, it provides the framework 
within which you can employ various processes and techniques. This framework 
is based on empirical process control theory, acknowledging that the problem 

FIGURE 7.3  A Scrum during a rugby match (© Luis Escobedo).
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cannot be fully defined or understood up-front. Instead, it focuses on the team’s 
ability to quickly deliver value.

Scrum is best understood by investigating its elements. In the following sec-
tion we will look at the 3-3-3-5-5 framework, which describes the following:

•	3 pillars of Scrum theory what is Scrum based on?
•	3 roles who is involved with which responsibilities?
•	3 Artifacts what is being delivered?
•	5 Events what happens when?
•	5 values of Scrum which beliefs motivate actions?

Let us start with the foundation. Scrum is based on three pillars of process 
control in which certain assumptions are met:

1.	 Transparency-Important aspects of the process are visible to the entire team, 
and there is a common understanding of language, including the definition 
of “done.” Everyone knows everything.

2.	 Inspection-Progress and deliverables (artifacts) are often inspected toward 
their goal to detect undesirable variances. Check your work as you do it.

3.	 Adaptation-If inspection shows that aspects of the process deviate outside 
acceptable limits resulting in an unacceptable product, the process must 
be adjusted as soon as possible to minimize further deviation. It is OK to 
change tactical direction (Fig. 7.4).

Inspection and adaptation are applied systematically throughout the process, 
as will be evident as we dissect all elements of the scrum framework.

7.3.1  Roles of scrum

There are three, and only three, roles within the Scrum team: the product owner, 
the development team, and the Scrum master. Ideally, they should be co-located 
to foster communication and transparency.

The product owner represents the product’s stakeholder and voice of the 
customer. He is responsible to optimize towards adding most value to the 

FIGURE 7.4  Three pillars of Scrum.
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product and manages the product backlog. He does not have the responsibilities 
of a typical manager (i.e., he is not managing a team or a project).

The development team typically has three to nine members and focuses on 
delivering increments of added value to a product during a specific amount of 
time (a sprint). Although members of the team are often referred to as devel-
opers, they can often be from various cross-functional backgrounds, such as 
designer, architect, or analyst.

Most importantly though, especially relative to setups in E&P, is the fact 
that the team is self-organized. This means that while all work comes through 
the product owner, all responsibility to deliver its work falls solely on the team 
itself-no one tells the development team how to do their work. The product 
owner and the Scrum master are not part of the development team.

The Scrum master facilitates the Scrum methodology. He promotes Scrum 
by making sure everyone understands its practices, rules, and values. By re-
moving possible impediments to the ability of the team to deliver the product 
goals, the Scrum master acts as the servant-leader of the Scrum team. Table 7.3 
summarizes the Scrum master’s most important services toward stakeholders.

The Scrum master’s role differs from that of a project manager because the 
Scrum master does not have any people management responsibilities. Since the 
responsibility of managing the development team lies within the team itself, the 
Scrum master’s involvement in the direction setting process is limited. In fact, 
Scrum does not recognize the role of a project manager.

7.3.2  Events

Scrum has a set of well-defined events to minimize the need for other unneces-
sary meetings. All events are time-boxed, that is, they have a specified maxi-
mum duration. As you will see, all these events (except the sprint itself) provide 
opportunities to inspect and adapt the ongoing process of development and add 
to transparency (Fig. 7.5).

TABLE 7.3 Services of the scrum master.

Stakeholder Services of scrum master

Product Owner •	 Ensures goals, scope and product domain are 
understood by everyone

•	 Helps arranging and prioritizing the product backlog

Development Team •	 Removes impediments
•	 Coaches team in self-organization
•	 Facilitates scrum events

Organization •	 Help employees and stakeholder understand and 
enact scrum



Project Management for a Machine Learning Project  Chapter | 7    139

In Scrum, everything revolves around the sprint. It is typically between two 
to four weeks long (never more) with the goal to produce an increment of use-
able, potentially shippable product by the end. At the beginning of each sprint 
(during the sprint planning) the team agrees on the scope and defines the goals 
of the sprint by moving items from the product backlog into the sprint backlog. 
During the sprint, no changes are made that endanger the sprint goal, although 
the scope may be clarified and re-negotiated between the product owner and the 
development team as new insights arise.

Every sprint ends with the sprint review and sprint retrospective. As soon as 
one sprint ends, the next begins immediately (Fig. 7.6).

The sprint planning meeting marks the beginning of a sprint. A sprint plan-
ning, capped at 8 hours, focuses on answering two main questions: (1) Which 
product increment can be delivered in this upcoming sprint (sprint goal)? and 
(2) How can this chosen work be done?

In practice, the first half of the meeting involves the entire Scrum team 
(Scrum master, product owner and development team) suggesting product back-
log items practical for the upcoming sprint. Ultimately, the development team 

FIGURE 7.5  Development cycles are done in sprints.

FIGURE 7.6  Scrum framework.
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selects the specific items for the sprint, as they are best equipped to judge what 
is achievable.

In the second half of the meeting, the development team breaks down the 
chosen product backlog items into concrete work tasks, resulting in the sprint 
backlog. To refine the sprint backlog, the development team might negotiate the 
selected items with the product owner to agree on the highest priority tasks. In 
the end, the development team explains to the Scrum master and the product 
owner how it intends to complete the work.

The daily Scrum is a meeting that is held every day of the Sprint and is 
time-boxed to 15 minutes. Everyone is welcome, but it is the development team 
members that contribute. It should always happen at the same time and location 
and start promptly, even if some team members are not present. The goal of the 
meeting is for the whole team to answer three questions:

1.	 What did I do yesterday that contributed to the team reaching the sprint 
goal?

2.	 What will I do today that will contribute to the team reaching the sprint 
goal?

3.	 Do I see any impediment that could prevent me or the team from reaching 
the sprint goal?

It is the Scrum master’s responsibility to keep the development team focused 
and to note potential any impediments. The daily Scrum is not to be used for 
detailed discussions, problem solving or general status updates. Once the meet-
ing is over, individual members can meet to resolve any open issues in breakout 
sessions.

The sprint review and the sprint retrospective are held at the end of each 
sprint. They provide the opportunity to assess progress towards the goal and the 
team and collaboration, respectively. For the purpose of reviewing the sprint 
progress, the team does the following:

1.	 Reviews and presents the completed work (e.g., in the form of a demo),
2.	 Address which items were not “done” (completed),
3.	 Collaborates on what to work on next, and
4.	 Reviews of timeline, budget, and required capabilities.

Output from the meeting is a revised product backlog and dialog to inform 
the next sprint planning.

The sprint retrospective is an opportunity for the team to reflect and im-
prove. Three questions facilitate this process, including:

1.	 What went well in the last sprint with regards to people, relationships, pro-
cesses, and tools?

2.	 What did not go so well?
3.	 What can be improved to ensure better productivity and collaboration in the 

next sprint?
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The entire team participates in the sprint review and sprint retrospective, 
which for four-week sprints, are time-boxed to two hours and 90 minutes, re-
spectively (and scales proportionally for shorter sprints). For both meetings, the 
Scrum master is responsible for ensuring all participants to stick to the rules and 
time limits are honored.

Should it become apparent that a sprint goal is obsolete (due to company 
strategy, market conditions, technology changes, etc.) during the sprint itself, 
the product owner may cancel the sprint. However, due to the short duration of 
most sprints, cancellation is rare.

7.3.3  Artifacts

Another component contributing to transparency in Scrum is the artifact. Ar-
tifacts provide information on the product, forming a common understanding 
and allowing for progress on inspection and adaptation. Typical Scrum artifacts 
include the product backlog, sprint backlog and product increment.

A product backlog is an ordered list of all that is initially known about the 
product. In addition to foundational knowledge and understandings, it includes 
a breakdown of work to be done. Business requirements, market conditions or 
technology can cause modifications to the backlog, making it an ever-evolving 
artifact. The listed items can be features, bug fixes or other non-functional re-
quirements. The entire team has access to the product backlog, but the product 
owner is solely responsible for it. Only the product owner can make changes 
and set priorities for individual items. Typically, the product owner will gather 
input and feedback and will be lobbied by various stakeholders; however, it is 
ultimately his decision on what will be built (and not that of a manager in the 
organization).

The sprint backlog is a set of product backlog items selected for the current 
sprint. It serves as a forecast of what functionality will be delivered by the end 
of the sprint and is being modified throughout the sprint to represent progress. 
Backlog items can be broken up into smaller tasks, which, rather than being as-
signed, team members will tackle based on priorities and individual skill sets. 
When the team finalizes the sprint, they analyze and reprioritize the remaining 
product backlog to have it prepared for the next sprint.

The team’s definition of “done” results in a product increment, which is a 
list of all product backlog items that were completed during the sprint. When 
combined and integrated into all previous increments, the product increment 
embodies a potentially shippable product that is functional and usable. It is up 
to the product owner to release it or not (Fig. 7.7).

7.3.4  Values

From the earlier figure, one can tell how all the different elements of Scrum enable 
a feedback-driven, empirical approach. The three pillars of Scrum-transparency, 
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inspection, and adaptation-require trust and openness. To enable this trust and 
openness, Scrum relies on following five values:

•	 Commitment-Individual team members personally commit to achieving the 
goals of the scrum team.

•	 Focus-Team members focus exclusively on the work defined in the sprint 
backlog; no other tasks should be done.

•	 Courage-Team members have the courage to address conflict and problems 
openly to resolve challenges and do the right thing.

•	 Respect-Team members respect each other as individuals who are capable of 
working with good intent.

•	 Openness-Team members and stakeholders are open and transparent about 
their work and the challenges they need to overcome obstacles.

These values are essential to successfully using the Scrum method.

7.3.5  How it works

By now you have a rough understanding of Scrum. But if we break it down, 
what does it mean to execute a project in an Agile way, using the Scrum frame-
work? Let us translate the buzzwords into practice.

Short iteration cycles provided by time-boxed sprints afford high transpar-
ency and visibility. With this visibility, and the mandate to self-manage, it is 
quite easy to maintain adaptability to business and customer needs as well as 
steer your product in the right direction. Early product releases at the end of 
these short iterations help generate value relatively early in time, reducing risk, 
and unwanted cost overruns.

Returning to our comparison of the Scrum framework to traditional proj-
ect management techniques, Fig. 7.8 illustrates how the differences transpire 

FIGURE 7.7  All elements of Scrum during a Sprint.
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between the two approaches. Predicting all features of a project with large un-
certainty is much more challenging at the beginning of the project, often result-
ing in surprises at project end when the customers are presented with results 
when deadlines loom. Agile development allows for better adaptability, lower 
risk early on and earlier creation of business value.

The process of creating a car is one commonly used example to illustrate 
how Agile is applied in the real world and how it differs from big bang deliver-
ies (i.e., build it until it’s 100% done, and then deliver it).

Let us assume we have a customer who has ordered a car. Delivery of the 
first iteration of the product is often misunderstood as delivering an unfinished 
product. In the case of our example, it would mean the delivery of a tire at it-
eration (1) (Fig. 7.9). Naturally, the customer will not be happy-after all he has 
ordered a car, not a tire!

The customer’s reaction is not going to be much different at iterations (2) 
and (3), when the product is still a partial car at best. Although the product is 
getting closer to its final state, it is not until the final iteration (4) that we have 
a satisfied customer. And in this example, he is happy because it is what he or-
dered. A lot of time passes before the customer gets to see any of the product, 
resulting in the product being based on a lot of assumptions and design flaws.

Now, let us contrast this with the Agile approach. Although the customer 
ordered a car, we start by focusing on the underlying need he wants to see ful-
filled. In this case, conversation with your customer might show that “getting 
from A to B quickly” is the underlying need, and a car is one of many ways to 
do that. (Keep in mind that the car is just a metaphor for any kind of customized 
product development.)

After the first sprint, the team would deliver the most minimalistic thing 
to get feedback from the customer, for example, a skateboard. We could call 
this an MVP (Minimum Viable Product). Naturally, the customer will likely be 

FIGURE 7.8  Value proposition of Agile development compared to traditional development.
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unhappy about the result, as it is nowhere near the car, but the goal at this stage 
is not to make the customer happy, but to get early feedback, learn and make 
adaptations for product development down the road.

The next iteration could have a different color (or other changes based on 
early feedback) and a way of steering, to make it safer to drive around with. 
The third iteration could be a bicycle, which the customer might start using, 
resulting in even more valuable. Based on this learning, the 4th sprint might 
be a motorbike as a deliverable. And at this stage, it may be that the customer 
is much happier with this product than he thought he would be with the car he 
originally ordered (Fig. 7.10).

Or, in the final iteration, he sticks to his original idea and gets the car de-
livered at last, but it’s better tailored to the feedback from previous iterations, 
perhaps resulting in a convertible rather than a coupe. In the end the customer is 
overjoyed-he got a car and a better one than he originally envisioned!

With the underlying question being “what is the cheapest and fastest way we 
can start learning?” it is possible to reduce risk early and provide the customer 
with business value that meets or exceeds his exact needs.

7.4  Project execution-from pilot to product

With our newfound understanding of Scrum and Agile, we can now identify 
opportunities to apply this approach within the context of an E&P company. 
Bringing this approach to a business world defined by Waterfall management 
will be a challenge that is best tackled with the introduction of pilot projects.

A pilot project, by nature of its test-setup, gets the mandate of experimenta-
tion. It is usually run in parallel to day-to-day operational business and focuses 
on the validation of a technology or process. In our case, this is the application 

FIGURE 7.9  Building a car-not using proper Agile development.

FIGURE 7.10  Building a car-using proper Agile development.
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of our machine learning algorithm. Let us use an example to examine a possible 
pilot setup and see how the different roles and stakeholders would interact. We 
will end the chapter outlining how you can introduce Scrum as a possible man-
agement framework within your company.

7.4.1  Pilot setup

ABC Oil Ltd., a small oil and gas company, is interested in exploring machine 
learning in the context of a virtual flow meter. Under normal circumstances, 
ABC Oil conducts well tests to inspect flow rates periodically, at best. In the 
interim, production engineers rely on extrapolating from previous test results, 
which leads to uncertainty and inaccuracies in data estimates.

By incorporating machine learning, advanced analytics, and all available 
production data (e.g., pressures, temperatures, fiscal flow meters, well-test data) 
ABC Oil sees an opportunity in using virtual flow meters to calculate real-time 
rates for all wells. This innovation would allow for informed decision-making 
based on live data.

ABC Oil has identified SmartML Ltd. as a potential partner for developing 
and testing this virtual flow meter technology. SmartML has experience working 
with companies in the petroleum industry, but its main expertise lies in the ap-
plication of artificial intelligence and machine learning. ABC Oil and SmartML 
agree to cooperate and perform a pilot investigating the effectiveness of applying 
machine learning to all available production data to create a virtual flow meter.

Both companies are aware of the uncertainties, accept them, and agree to 
run this project in using the Scrum framework, including filling roles of product 
owner, Scrum master and development team.

7.4.2  Product owner

A technical representative from ABC Oil Ltd serves as the product owner. As an 
ABC employee, she possesses the best understanding of the requirements of the 
product (a virtual flow meter) and thereby, she is responsible for setting priorities 
for the backlog items and making sure the team understands the product goal.

However, given that this pilot project is occurring concurrently with existing 
ABC Oil operations, both companies see benefit in identifying a proxy product 
owner who serves as the go-between for the product owner and the develop-
ment team. The proxy product owner is part of SmartML and thus, is more 
available to dedicate time to the project than the product owner, who is also 
managing ABC Oil’s day-to-day operations. The product owner and the proxy 
product owner require a relationship based on trust and open communication.

7.4.3  Development team

In the pilot, SmartMl’s developers and designers make up the core of the de-
velopment team. Generally, the composition of the team depends on the size 
and capabilities of the E&P company. The larger the oil-company, the more 
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capabilities internal capacity it can provide, while smaller companies may only 
possess the capacity to supply the product owner.

In the case of ABC Oil, the more inter-dependencies that exist between soft-
ware solutions and the existing infrastructure, of ABC Oil the more important it 
is to involve ABC IT and OT engineers and data architects on the development 
team. Connecting relevant data sources and maintaining cyber security, while 
simultaneously allowing an external partner access to data, can be challenging 
and requires prioritization and teamwork.

Depending on the skill set available at ABC Oil, it may or may not in-
volve its own staff during the development phase, but certainly will involve 
staff in the testing and validation process when the team finishes the first 
iterations of the solution. To this end, there is a notable benefit to having the 
team co-located. The larger and more complex the project, the more impor-
tant co-location becomes in terms of facilitating interactions and improving 
transparency and clarity-especially at the beginning of a project when trust 
is being established. Remember, that the team is self-organized, so, neither 
the product owner, her proxy, nor the Scrum master, act as managers or su-
periors in this setup.

7.4.4  Scrum master

The Scrum master focuses on facilitation, meaning this role can be filled by 
ABC Oil, SmartML or an external organization. With ABC Oil providing core 
business expertise and SmartML providing machine learning respectively ex-
pertise, an external Scrum master with Scrum and Agile framework expertise 
would be a valuable asset to the pilot project.

How development teams conduct meetings is dependent on the degree of 
co-location. With an external development team, most meetings will be virtual, 
including the 15-minute daily Scrum meeting. In case of virtual meetings, ar-
tifacts such as product backlog, sprint backlog and product increment can be 
adapted by using virtual collaboration tools.

The length of the sprint review, sprint retrospective and sprint planning cor-
relate with the length of the sprint. With back-to-back scheduling, an in-person 
meeting, where feasible, is ideal. The kind of communication, interaction, and 
feedback intended for these meetings are invaluable and will work significantly 
better in a traditional workshop environment. Typically, these meetings take 
place every two to four weeks, making in-person meetings achievable, even if 
team members are not co-located.

7.4.5  Stakeholders

Now, we will shift gears from our ABC Oil Ltd. example to a more general 
examination of Scrum applied to oil and gas operators. Outside the core team, 
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you will have many stakeholders to collaborate with and the way you manage 
these stakeholders will be particularly important if your project competes with 
daily operations.

IT/OT and data management might be your most important collaborators. 
Machine learning projects are heavily reliant on data and your team needs ac-
cess to this data. Enabling data availability with consideration of cyber security, 
compliance, access rights, data exchange protocols and consumption will often 
be your most time-consuming task. Onboarding and integrating data security 
staff onto your team will save you future headaches and delays.

Further, getting management buy-in is necessary to execute these projects; 
however, it makes sense to differentiate between management levels. Gener-
ally, top management understands the added value of digitalization projects 
and provides support, whereas middle management often calls for more mas-
saging. A large part of these machine learning projects comes down to change 
management, especially when deploying a Scrum approach (where manage-
ment does not have a designated role). Thus, it is imperative that middle man-
agement is aware, involved and has ownership that has been communicated 
top down.

Further, it is important that your customers are fully aware of their role as 
customers. In a setting where a project is initiated from corporate headquarters 
into other operational organizations, the product owner might be someone who 
is not part of the actual operation’s team. In fact, more often than not, this is 
the case.

As much as your project will be competing your customers’ daily tasks and 
duties, their involvement will be required. Customer feedback will be critical to 
ensure user-friendliness and ultimately, user-acceptance. Your product could be 
the best from the perspective of the development team, but if your end customer 
is not using it, the product has failed. Your customer needs to be aware of his 
role, know how important his feedback is, and recognize that the development 
team and product owner are ultimately working to satisfy his needs.

7.5  Management of change and culture

New processes require change and change management, which can bring with 
it resistance. Consequently, your attention to the various stakeholders and your 
company’s change culture will be crucial.

As previously mentioned, it is common for pilot projects to run in the form 
of rogue projects, that is, in parallel to your core business activities. This ap-
proach has several advantages, including:

•	 Setting context to test an assumption-The context of a pilot project gives you 
more liberties to experiment and test the underlying technology you want to 
implement to solve a certain problem. It is usually easier to get approval for 
smaller projects.
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•	 Implementing quickly, managing risk, and failing fast-A quick test imple-
mentation will allow you to better manage risk and minimize cost. In case 
of failure, you will have failed fast and gracefully, rather than blowing up. 
Experimenting on a smaller scale educates you about what works and what 
does not without the level of risk of a larger project.

•	 Discovering dependencies-You will learn more about how your project 
interacts with various stakeholders as well as other devices, technologies, 
or data sources. Some of these stakeholders might not have been in your 
original scope. You will also learn more about the accuracy of your planned 
resource allocation.

•	 Fine-tuning the business case-The learnings from the pilot will allow you 
to better estimate your business case should you want to scale and imple-
ment your project on a larger scale after successfully completing the  
pilot.

•	 Getting feedback from the users, your customers-Next to understanding 
whether the technology itself works, your most important insights will be 
whether your idea will be accepted by the users.

•	 Refining your solution and spur new ideas-Based on the user feedback, you 
will be able to fine-tune your product, so it matches your customer’s needs. 
This might result in new ideas and concepts. Further, smaller endeavors al-
low you to change direction quickly, if needed.

•	 Preparing for rollout-Experiential feedback and learning will be the best 
possible preparation for a later rollout and scaling of your product. A small-
scale rollout is the perfect testing ground and makes a later, larger release 
less risky and stressful.

With pilots like these, you are actively engaging your colleagues as tes-
ters. For many, this kind of involvement will be a new experience, resulting 
in various levels of enthusiasm. Some will embrace this level of engagement 
and participation in the development of something novel, while others will 
not. In the context of Scrum, its requirements of inspection and adaptation, 
such an approach might be viewed as disorganized and chaotic. If you are used 
to Waterfall project management, shifting to Scrum-like methods may not be 
so intuitive. You will need to invest significant time into setting the stage by 
explaining the approach and coaching your colleagues on the importance of 
their roles.

Since you are not directly contributing to the core business, the pilot could 
also be perceived as a useless distraction. With potential headwinds like these, 
it is important to get the right mandate from the start. The more novel the ap-
proach, the more important endorsement from higher management levels, such 
as CTO or CEO, will be. Management can be supportive by not only stressing 
the relevance to the organization for technical reasons, but also in the context 
of new ways of working and collaborating, including motivating the team to be 
brave and giving them the room and permission to fail. A basic understanding 
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among top management of how Scrum and Agile works will give you yet an-
other advantage.

Whatever the outcome of your pilot, you should not be afraid to share the 
results. With success or failure, there will be stories to tell. Be transparent, open, 
and honest. Use success stories that highlight your colleagues and customers 
and have them reflect, not only on the technical aspect, but on the way the team 
collaborated. Successful pilot projects can generate momentum that can be used 
to drive and multiply a solution into the organization.

7.6  Scaling-from pilot to product

With the completion of your pilot, hopefully you have a successful MVP. As-
suming the product concept has been validated, you now have a better under-
standing of the technology and the risks and cost involved. Based on the positive 
feedback from your colleagues who serve as customers, you know you have 
a great product. With the product being operationally ready, it is now time to 
scale.

A great idea and productive pilot are only half of a successful product. Even 
more important is making sure you can scale your solution. Up until this point, 
the pilot has been a local, validation experiment-it is only after you scaled the 
solution to more assets that you can multiply and reap the full potential and ben-
efits of the business case for the entire organization. Let us have a look at some 
important aspects of this process.

7.6.1  Take advantage of a platform

No matter which business units or assets you will scale your product to next, 
you will always need data and usually lots of it. Company wide, standardized 
data architecture will give your scaling efforts significant leverage. If your prod-
uct only needs to learn to connect to one type of data source (e.g., a standardized 
data layer) your connectivity issues become close to plug-and-play, reducing 
scaling complexity significantly.

In the beginning of your scaling process you might find that the effort of get-
ting relevant data connected to your data-layer is a task greater than connecting 
your application. Once your product is up and running, it becomes a lot easier 
to replicate, whereas hooking up different data-sources to your data layer can 
be tedious.

Considering data provision as part of your scaling requirements and as part 
of a global digitalization effort will give you additional leverage. Data availabil-
ity will not only be relevant for your product, but hopefully, to future endeavors. 
These products will serve as business cases that will justify the data layer itself, 
since data provision alone does not create additional business value. Typically, 
data is moved from local data historians to global cloud solutions, facilitating 
access from anywhere in the world.
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7.6.2  Establish a team and involve the assets

In the pilot phase, your team members might have been an ad-hoc ensemble of 
colleagues that were sourced to execute the project. As you move from pilot to 
product, your engagement will consequently be more long-term, including the 
creation of a self-sufficient, committed core team that can grow as needed.

Remember to Involve the asset from the start. Involving the user at the be-
ginning of each roll-out assures you meet requirements and that you understand 
expectations. Your products will fail if you do not create co-ownership.

7.6.3  Keep developing

Be prepared to keep developing your product. Your users will find bugs and 
request new features. The product will evolve with implementation and use, and 
unforeseen issues will need to be addressed. Staying open-minded with an eye 
toward improvement, will help you meet these challenges.

As your product grows, you will need to ensure you scale its support. In the 
pilot phase, most issues will be handled by the development team. As the num-
ber of users increases, your capacity to support your solution will need to grow. 
Depending on the setup, this growth may be managed within your IT depart-
ment or in conjunction with an external partner.

7.6.4  Involve UX expertise

While the pilot focuses on the technical feasibility of your product, you will 
have more time to fine-tune the user experience (UX) and design when you 
conceptualize the final product. In the end, your solution must not only work 
properly, but the user experience must be positive and sustainable. Again, the 
user’s input will be critical to create an intuitive interface while maintaining 
high functionality. Finally, the design of the tool can also be aligned with the 
corporate design language of your company.
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Chapter 8

The Business of AI Adoption

Geoffrey Cann
MadCann Alberta Inc., British Columbia, Canada

Artificial intelligence and related technologies such as machine learning, edge 
computers, deep learning systems, and neural nets create new opportunities for 
value creation, as well as pose upsetting changes to established ways of work-
ing. Those interested in adopting these new technologies will need to consider 
the importance of creating trust in these new tools, and the nuances of success-
fully assisting organizations with adoption.

8.1  Defining artificial intelligence

A discussion of artificial intelligence must begin with some definitions and ter-
minology. AI is a computerized capability to execute work requiring cogni-
tive skills that are normally associated with humans. Examples include natu-
ral language processing, translation of languages, visual perception, auditory 
interpretation, and tool creation. The supreme ability of AI is its capacity to 
ingest massive amounts of data in whatever form or source that data originates, 
interpret the data, and take some action. All human senses, including touch and 
taste, and intangible things like emotional state, are also being worked on by 
the AI industry. The common ingredient is the availability and utility of data in 
extraordinary quantities.

AI will be a work in progress for some time as the range of data and quantity 
of data are continuously expanding. Trend lines suggest that technology will 
continue to advance its ability to replicate a full range of human cognitive skills. 
Many highly compensated roles and complex ways of working in oil and gas 
are contingent on these skills, and over time AI tools will progressively impact 
these roles.

8.2  AI impacts on oil and gas

AI is poised to have three direct and dramatic impacts on the oil and gas indus-
try. First, AI is being applied to subsurface data and, through enhanced inter-
pretation, petroleum engineers are confidently expanding the amount of oil and 
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gas that is recoverable. Second, AI is helping reduce demand for hydrocarbons 
by transforming transportation markets. Finally, AI is reducing costs and im-
proving productivity throughout the entire value chain, encompassing upstream 
production, midstream processing, and downstream refining and distribution.a

Combining AI with other digital technologies has the potential to unlock 
new business models in the industry.

8.2.1  Upstream impacts

By far the greatest opportunity for AI anywhere in oil and gas is in the upstream. 
Through better and faster interpretation and analysis of available subsurface 
data, and superior modeling of data, petroleum engineers can improve the re-
covery rates from resources. The principal beneficiary of this innovation is the 
tight oil and gas resources, such as shale deposits. Production wells in shale for-
mations enter into decline more quickly in the life of the well (perhaps 3 years 
after initial production), than with wells in conventional reservoirs.

Conventional wells generally have a much shallower decline curve, and the 
amount of product recovered is much greater. By shifting the decline curves 
for shale wells to more closely match those of conventional wells (basically, 
heighten, lengthen, and flatten the curve), petroleum engineers will improve the 
productivity of shale wells, and add 5% to global reserves (or 500 billion barrels 
of oil equivalent). This is primarily a math problem, to understand and model 
out permeability and porosity, and to use that insight to complete shale oil and 
gas wells differently, a job for which artificial intelligence is well suited.

The prize is substantial. Gas wells typically produce up to 90% of the re-
coverable resource in a conventional reservoir. For oil, the recoverability rate 
is about 40% in a typical conventional reservoir. For shale, recoveries are typi-
cally 20% or so. A 5% increase in global reserves by improving recoverability 
is in the order of USD20 trillion in value.

Shale resources are primarily a North American phenomenon so this wealth 
will accrue principally to the US producers, who have access to the resource, 
a hotly competitive and well-developed services industry, the leading cloud 
computing companies, and the data scientists. Many countries have excep-
tional and similar shale resources but lag the United States in these additional 
attributes.

AI needs a lot of data to work optimally, and upstream companies have 
accumulated enormous data sets over the years from conventional oil and gas 
production. That data could also be fed into AI engines to enhance existing 
production or to extend the life of existing wells. Older wells, with low levels 
of productivity, could be brought back to life via AI. There are now data service 
companies that offer AI-based well remediation as a service.

a. International Energy Agency. “Digitalization and Energy 2017,” Iea.org (November 5, 2017): 
http://www.iea.org/digital.

http://www.iea.org/digital
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8.2.2  Downstream impacts

The second major impact from AI is looming, but not yet manifest. As transpor-
tation technologies evolve, the demand for fuel may be dramatically impacted. 
There is still considerable uncertainty surrounding the timing, uptake rate and 
consumption levels of more connected, autonomous, shared, and electric cars 
and trucks (CASE for short). Car and truck manufacturers around the world 
are all rapidly converting their manufacturing supply lines to produce these 
new transportation technologies. CASE vehicles, particularly the autonomous 
varieties, are dependent on AI engines to interpret the data generated from their 
onboard cameras and sensors.

Demand for transportation fuels could triple, according to one modeling ef-
fort, if urban populations abandon public transit services in favor of ride-sharing 
services. On the other hand, for businesses that are dependent on logistics and 
freight transportation (manufacturing, wholesale, retail, travel, and leisure), car-
bon is a big concern. Companies in these sectors are already highly motivated 
to remove carbon from their businesses (driven by tax policies now in force in 
many jurisdictions, by sweeping policy changes such as the EU Green Deal, and 
by outright bans that are coming to big cities in Europe), in which case demand 
for transportation fuels could be cut in half, according to another model. So far, 
companies who have implemented AI-enabled trucks and haulers report fuel 
savings as the trucks run optimally all the time.

The impacts of AI on the downstream illustrate the dual nature of this tech-
nology on the industry. AI is both expanding the supply of hydrocarbons and 
destroying the demand for petroleum at the same time.

The looming challenge for oil and gas is how to best manage the infrastruc-
ture that is presently dedicated to distributing petroleum products in a market 
facing possible and uncertain decline. Some oil companies now acknowledge 
that their retail businesses are effectively obsolete as a business model.

8.2.3  Production and midstream impacts

In the rest of the oil and gas value chain, AI is being deployed primarily to aug-
ment human decision making, rather than to displace humans, and in ways that 
help optimize asset execution, and predict asset performance.

An Australian producerb has loaded the entire engineering history of their 
offshore platform into a query-ready AI system. In response to an English lan-
guage oral query, the system can instantly search all the filed content (engineer-
ing diagrams, consultant studies, status reports, maintenance history, asset reg-
ister, logs), rank order the content candidates that match the query, and present 
the findings. Engineers that use the system estimate that it saves them some 40% 
of their work time that, prior to the AI solution, was devoted simply to searching 
for documents in their archives.

b. Woodside Energy presentation
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A Canadian pipeline companyc uses an AI system to model complex net-
work assets such as its pipelines and tank farms in the cloud (creating a digital 
twin of the network asset), to help the owner optimize the network. The pipeline 
can be optimized to maximize throughput, improve customer ratability, lower 
carbon impacts, or maximize tolling margins. These calculations cannot be eas-
ily conducted by human operators but are simple for the AI solution.

A producer applies AI to interpret land contacts to extract the contractual 
terms that are the basis of royalty calculations. These contracts are many pages 
thick, take minutes to read through for a human, and number in the thousands. 
Using AI coupled with other digital technologies has shortened the process-
ing time per contract from 800 seconds (achievable only by the best contract-
ing professionals, and unsustainable over time), to 45 seconds. This producer 
reduces accounts payable costs, eliminates disputes between royalty partners, 
and reduces the month end work stress of some 50 professionals in contract 
administration.

A technology companyd has used machine learning to create an algorithm 
that optimizes beam pump performance. A beam pump, also called a rocking 
horse, is one of the most common forms of artificial lift systems in use on on-
shore oil wells. The performance of the beam pump is influenced by the quan-
tity of hydrocarbon in the well to lift, the presence of water, the depth of the 
well, the diameter of the well, the presence of accumulated fines in the well, and 
many other factors. The algorithm, housed in a small edge computer or control-
ler attached to the beam pump arm, runs continuously, and optimizes every 
stroke. Eventually, such an AI controller could also consider market-pricing 
data or power costs to further optimize the pump.

A supermajor producere has turned over some of its oil and gas field opera-
tions in the United States to AI. Marginal producing assets may not generate 
enough value to warrant full time, dedicated and expensive human oversight. 
These assets can gain extended life through the use of AI tools that can tightly 
optimize production and operations.

8.2.4  New business models

Reliable, 100-year-old industry structures are being overturned by new digitally 
enabled business models. The key technology is cloud computing, which is hav-
ing roughly the same impact on industry that fossil fuels had on the develop-
ment of flight. In the decades before the famous Wright brothers’ efforts, engi-
neers had broadly figured out the intricacies of flight. The missing technology 
was a fuel of the right density to drive a sufficiently powerful motor to pull the 

c. Kinder Morgan pipeline and Stream Systems
d. Ambyint
e. BP deploys Kelvin Inc in the Great Divide Basin
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aircraft through the air for liftoff. Once that fuel was mastered, airplane technol-
ogy began rapidly advancing.

Cloud computing similarly provides enough storage for large data sets and 
the compute density to allow artificial intelligence, sensors, and automation, to 
“take off.”

For the oil and gas industry, AI enables new business models, which are 
very disruptive. The analytic horsepower from cloud computing now rivals the 
best in-house compute data centers in the biggest oil and gas companies and 
is available to anyone on a variety of economic models. Cloud computing is 
rented by the cycle and AI algorithms are available on a per use basis, whereas 
in-house data centers are largely fixed cost assets. Smaller firms are able to 
create the massive kinds of data sets that benefit from AI by aggregating data 
from multiple companies using cloud computing. The operations of entire oil 
producing fields are now run by artificial intelligence engines. Sophisticated 
artificial intelligence interpretation capabilities, which would be otherwise ac-
cessible only to the largest firms, are now in reach for the whole of the industry.

The impacts of these innovations are widespread throughout the industry, 
deeply impactful on work processes, and targeted as much on professional roles 
as on operational roles. Jobs and work that have been stable for the better part of 
two generations are now in the cross hairs of a wave of change. Understanding 
and anticipating how workers will react to these tools and preparing them for 
the change will accelerate adoption.

8.3  The adoption challenge

Walter was a math wizz and correctly tallied up long columns of numbers in his 
head. One day the boss issued new battery powered calculators to his workers. 
To Walter’s son, the calculator looked very cool, with its space-age red symbol 
read out, tiny keys and endearing form factor. But Walter did not trust it. First, 
he added up the numbers using the calculator, as the boss wanted, but then he 
redid the entire math by hand. He was suspicious that the calculator, the algo-
rithm of his day, might not be right.

The oil and gas industry has worked diligently for decades to create a stable 
world. Engineers rely on the control technology model designed 40 years ago, 
SCADA systems, to help supervise assets. Analog sensors are built to known in-
dustrial standards, embeded directly in the equipment, and hardwired to a control 
panel, or to a front-mounted gauge. There are no uncertainties in the industrial 
standards, or in the tests of compliance that the devices and gauges must pass. 
Copper wire is highly reliable and resistant to compromise, and data delivered 
over copper is widely accepted as uncorrupted. The data is extracted from the his-
torian directly into an Excel spreadsheet onto an employee’s computer for analy-
sis and interpretation. The professionals involved have been recruited for their 
expertise and are considered as trusted hands. This overall system design has been 
part of the education curriculum and engineering disciplines for decades.
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Fast forward to Winnie, an oil and gas process engineer who has discovered 
that Engineering Services has strapped a novel digital sensor to some operat-
ing equipment under her control. She is then asked to rely on the results of an 
unseen cloud-based AI algorithm that is interpreting the data from the sensor.

8.3.1  The uncertainties of new technology

Winnie relies on the technical reliability of the process environment. This new sen-
sor technology introduces fresh uncertainties into her stable world. For example:

•	 The sensor itself, its technical features, and its compliance with industrial 
standards

•	 The sensor mounting and how reliable it is to capture data correctly

•	 The power supply to the sensor and its reliability

•	 The behavior of the sensor to variability in power quality, temperature, vi-
brations, and other factors

•	 The data the sensor generates and the potential for compromise

•	 The integrity of the wireless network that moves the data from the sensor to 
the cloud analytics engine

•	 The technical competence of the algorithm’s author

•	 The integrity of algorithm itself

•	 The results that the algorithm generates

Overcoming these mechanical uncertainties will be required to improve the 
trustworthiness of the AI solution. Even social norms governing human behav-
ior can block progress in surmounting the challenges. For example, algorithm 
authors sometimes cannot, or are unwilling to, clearly explain how their AI 
algorithm technically works, out of concern that their IP will be compromised, 
or because they may not fully understand it either.

8.3.2  AI in the field

Assume that the technical and process engineers have satisfactorily resolved the 
problems of sensor provenance, network reliability, power supply, and connec-
tivity for Winnie’s sensor. The final remaining uncertainty is the inner workings 
of the algorithm.

Consider four scenarios:

One: Correct predictable analysis
The algorithm correctly interprets the data and the interpretation matches what 
the engineer thinks should be the result. The AI machine is improved, but she is 
irritated that the company spent money on something that she could already do.

Two: Correct unpredictable analysis
The algorithm correctly interprets the data, but the interpretation differs from 
what the engineer thinks should be the result. Now Winnie is in a dilemma: is 
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this a false positive? Does she take the recommended action for an uncertain 
outcome, or ignore the recommended action and rely on her training and ex-
perience, or does she, like Walter and his new calculator, embark on a sidebar 
manual exercise to try to replicate the algorithm?

Performance metrics and targets compel Winnie to weigh the business and 
personal consequences to determine the safe path. What if the machine is cor-
rect and proves she has been wrong all this time? Will there be repercussions?

Winnie responds to the performance measures and ignores the results of 
the algorithm. She loses a learning opportunity for both the human and the 
machine, and she will spend needless time and money trying to replicate the 
algorithm. She can plausibly claim to have avoided a possible catastrophe, 
which she would have avoided anyway, and she will not be embarrassed by a 
machine.

Note that had Winnie followed the machine’s recommendations, she is bet-
ter off in both the short term (because of a smarter decision and fewer wasted 
resources) and in the long run (because the machine is made smarter).

Three: Incorrect predictable analysis
The algorithm incorrectly interprets the data and Winnie agrees that the interpreta-
tion is incorrect, forcing the engineer to rely on previous knowhow and analysis. 
She is likely irritated that the company spent money on something that does not 
work and she is no better off. Her choices then inform the algorithm, which im-
proves the algorithm and might pay off later, but at the risk of doing herself out of 
a job. She is not comforted by the possibility that her bosses will question why she 
did (or did not) use the algorithm’s analysis and recommendations.

Four: Incorrect unpredictable analysis
The algorithm incorrectly interprets the data, but the engineer cannot tell that 
the interpretation is incorrect and has no better analysis to leverage. Again, the 
engineer is in a dilemma: what if the machine is wrong? If she follows its rec-
ommendations and it does not work, is she to blame? Does her boss have her 
back?

Winnie is in a bind, and has no option but to execute, and there is a failure. 
She may be sanctioned at the next performance review, but at least she can point 
out the failings of the algorithm. In the end the algorithm is a little smarter.

8.4  The problem of trustf

Winnie and her organization have long had positive work relationships with 
the kinds of automation developed since the 1950s. The arrival of artificial in-
telligence and machine learning algorithms embedded in a new class of smart 
machines is now forcing a rethink of the trust equation with technology.

f. The contribution of Kevin Frankowski to this section is gratefully acknowledged.
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8.4.1  Work is evolving

The building blocks of the latest wave of automation, such as mobility, the 
Internet of Things, and cloud computing, are very democratic, expensive, and 
available to every business. They find opportunity in heavy and light indus-
tries alike, varying only by the pace of adoption. Automation is now plainly 
visible in agriculture where farmers rely on AI solutions to inform planting, 
irrigation, pest control, and harvesting. The shipping industry is trialing un-
manned cargo vessels. Automated vehicles are navigating many city streets in 
many different cities so as to prove the technology under a variety of social 
settings.

The energy sector, in particular, is undergoing a second shift as the world 
looks to embrace more energy from electrons and less from molecules, particu-
larly in transportation. This shift has huge implications for work. The molecules 
that yield energy when combusted require a healthy level of human supervision 
to keep the mechanical equipment that contains those molecules from gumming 
up, overheating, and wearing out. Electrical gear has many fewer moving parts 
overall, and a dramatic reduction in the number of parts that need to be lubri-
cated, cleaned, cooled, and replaced.

Industry will require far fewer people to maintain this equipment. Anticipate 
a leaner workforce on site to supervise the assets, use tools to measure how 
equipment is behaving, lubricate parts, and detect aberrant sounds or odors. 
Simpler electrical equipment lends itself to machine learning, robotics, remote 
control, and remote monitoring, more so than molecule-based machines.

8.4.2  Driverless transportation

Humans do not extend much trust in machines, particularly where the machines 
are responsible for making very important decisions. For example, the aero-
space industry has developed all the technology required for an aircraft to fly 
without on-board pilots. Drone technology is well advanced and in wide mili-
tary usage. Similar autonomy technology exists for submersibles, helicopters, 
trains, and many other applications. Despite the economic benefits from remov-
ing both pilot and co-pilot from the cockpit, no airline yet offers flights without 
at least one human pilot at the controls at all times.

Pilotless aircraft demonstrate that any successful technology must meet the 
MASA principle—most advanced but socially acceptable.

Many mission critical assets, especially in heavy industry, still feature a 
sizeable, but expensive and technically unnecessary, on-site human manage-
ment and operations team. The social pressure that might block the adoption of 
modern intelligent solutions is not present in some obscure plant far from hu-
man settlement, and yet the workforce remains. It begs the question why man-
agement teams, particularly in the energy sector, facing critical competitiveness 
challenges, are resistant to embrace greater levels of automation in anticipation 
that automation is coming. Is it a matter of trust?
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8.4.3  Trust and the machine

Why don’t humans trust new smart machines to perform mission-critical tasks 
(even for tasks that machines are clearly better at)?

There may be several reasons.
Building trust within an interactive and mutually dependent relationship 

with other humans is something innately human. People rarely have that same 
emotional relationship with a machine. Machines lack the human-type needs 
that drive their decisions, and this dispassionate, cold, and calculating approach 
creates considerable emotional distance with humans.

For the most part, humans care about being reliable to those that depend 
upon them. Machines do not care about how they are perceived by humans—
they just follow their instructions. The developers of those machines are dis-
incentivized from being transparent about how their complex and proprietary 
algorithms behave.

Humans are endlessly adaptable and can problem-solve in the moment when 
things go wrong (as with pilots at the helm of an aircraft or boat). Machines 
are getting much better at this, thanks to fleet learning, but humans still distrust 
these quickly evolving abilities.

Humans can exercise judgment, such as when to break a rule or create some-
thing novel. Machines are bound to their instructions, and in fact, the notion that 
a machine is empowered to break its governing rules is viewed with consider-
able suspicion.

Humans can be held accountable for their actions and react well to rewards 
and punishments. Mankind has lengthy if imperfect experience levying conse-
quences against other humans in social structures that stretch back through the 
whole history of humankind, and it is central to the experience of being human.

Humans are more accepting of having a human “at the switch” (or at least 
in the loop, keeping watch over the machines and having supervisory control). 
While machines can be programmed, using gamification theory, to respond to 
rewards and to avoid punishments, their decision framework is still math based, 
and not sensitive to emotions. Shunning a human for a transgression might 
cause a change in their behavior, but shunning a robot has no effect.

8.4.4  The human-smart machine trust gap

To attain the highest performance from relationships with smart machines, humans 
require trust in that relationship. To gain the trust of users in an industrial setting, 
smart machines must overcome a number of reasonable human concerns.

Lack of performance: Is the machine even going to work? Will it meet the 
requirements?

Lack of long-term track record: Even though the machine has performed 
acceptably in the demo or pilot setting, what level of confidence is there that the 
machine will work over the long term, under every conceivable condition (e.g., 
cold and hot weather extremes; loss of power or communication; unexpected 
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operating conditions; emergencies and exceptions)? Can the machine be relied 
on when thoroughly unpredicted conditions prevail, and creative problem solv-
ing and adaptability are needed?

Lack of integrity: Since machines lack the human sense of morals, what 
is the confidence level that the smart machine will be truthful? In an industrial 
setting where safety really matters, how will the machine handle conflicting 
decision-making criteria, such as the famous Trolley Problemg that self-driving 
cars must deal with?

Lack of clarity: Why does the machine make the decisions it does? Under 
what conditions will those decisions change? How can those decisions be in-
fluenced in real-time as conditions or drivers change (e.g., oil price fluctuation, 
currency volatility, input price variability)?

If the machine makes a poor decision, how is it held accountable? What 
kinds of consequences will even matter to a smart machine? How can the con-
tribution of the machine’s decisions relative to decisions that others make be 
distinguished, a particular concern in complex industrial settings where many 
small decisions taken by many participants add up to larger outcomes?

8.4.5  Trusting a smart machine

To achieve high performance in a working relationship with smart machines, 
managers and users need to be able to trust them, which begins with the five 
components of trust:

•	 Competence: All the participants in the relationship must have confidence 
that the parties have sufficient capabilities to fulfill their respective respon-
sibilities.

•	 Reliability: All participants in the relationship must have confidence that 
the parties will fulfill those responsibilities reliably, on a consistent basis.

•	 Transparency: All participants in the relationship must hold a shared goal 
that guides the decisions that are to be taken. Each must believe that de-
cisions taken by the others will be predictable, mutually compatible, and 
acceptable. Each must hold a level of influence over the others to impact 
decisions. Each must publish their decisions and the results achieved.

•	 Integrity: All participants in the relationship must be fully truthful with 
each other and adhere to any agreed-upon principles or norms of behavior. 
Each participant must have a compatible set of priorities.

•	 Accountability: All participants in the relationship must seek the same out-
comes through an aligned set of interests. Each must be subject to a consis-
tent set of meaningful motivators (e.g., bonuses) or deterrents (e.g., conse-
quences) to help maintain and nurture this alignment.

In human terms, there must exist shared values, morals, and ethics with 
smart machines.

g. An ethical thought experiment for autonomous vehicle design, which may require programming 
to choose whom or what to strike when a collision appears to be unavoidable

https://en.wikipedia.org/wiki/Traffic_collision
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It is important to note that these five components of trust (competence, reli-
ability, transparency, integrity, accountability), are subject to both hard quanti-
fiable facts as well as perception. If the smart machine is competent (or reliable, 
etc.), but the human manager or user harbors some doubts, then there is no trust. 
Similarly, if humans mistakenly believe that any of these components of trust 
exist when they do not, eventually the truth will come out, and the mismatch 
results in broken trust. Trust is hard to build, and erodes quickly, in the presence 
of this mismatch between fact and perception.

Not only must these five components be present to create the trusted rela-
tionship, but all the participants in the relationship must be aware that the com-
ponents are present and must be confident that all participants are authentically 
aware.

It is also important to realize that all five of these components of trust need 
to be present at all times, or trust is compromised. Many kinds of interactions 
and relationships take a “grow in trust” approach, where trust is built over time, 
as evidence mounts that these components are in place. When even one of these 
components goes missing, even temporarily, then things take a step backward 
and trust needs to be rebuilt.

Trust needs to be both earned and maintained, in both human relationships 
and in human relationships with smart machines.

8.4.6  Trusting the smart machine developer

Behind every smart machine is a team of people (designers, programmers, 
operators, etc.), and building and maintaining trust begins with this team. 
Users of smart machines must make it very clear to the technology design-
ers and vendors of the expectation that the five components of trust are to be 
addressed in a very concrete manner. Call it the social contract for digital 
innovation.

To earn and maintain trust in their smart machines, the designers and ven-
dors of digital technology need to address very explicitly the five components 
of trust:

•	 Competence: This is the easiest aspect to prove. Technology authors must 
demonstrate that smart machines, algorithms, and computations achieve the 
promised performance under a range of test conditions.

•	 Reliability: Performance assurances from the authors must address “nor-
mal” operating conditions, and all the various extremes that might be en-
countered (the “edge cases”). Consistency of reliability can be very situa-
tion specific—social standards for consistency might be very different for a 
personal navigation and traffic app (80% reliability might be good enough) 
versus the navigation and flight control software on an aircraft.

One solution is to allow humans to intervene in the decision-making 
process only if needed, so that humans, who excel at creative problem solv-
ing, can address the edge cases. Humans need not occupy every single pilot 
seat. Retailers have recognized that self-check-out lanes—one human teller 
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oversees 6–8 tills—allow for exception only intervention by a human opera-
tor and capture an 80% improvement in efficiency.

•	 Transparency: AI developers must share how their software works, in 
ways that are understandable to the users.

•	 Integrity: Settling on aligned principles of behavior can be challenging, 
especially for some of the edge cases. However, if developers do not signifi-
cantly open up the conversation to customers on how they approach integ-
rity, then strong trust will continue to elude these relationships.

•	 Accountability: Giving a meaningful consequence to a machine is difficult. 
However, once there is agreement on the outcomes that the smart machine 
is working towards, plus alignment on decision-making principles and how 
the outcome will be achieved, then accountability can flow through those 
agreements to the smart machine’s human supervisors.

8.4.7  Making it real

The social contract will play out in the real world in a variety of ways.
If a self-driving car gets a speeding ticket because the owner stipulated con-

ditions that caused it to make poor driving decisions, the owner should pay the 
ticket. However, if the software was written in a way that allowed it to speed of 
its own volition, then the software vendor should be held accountable.

If a drilling management program enabled by artificial intelligence achieves 
better than expected financial returns due to new upgrades from the vendor, 
does the contract discuss how these additional benefits will be shared? If the 
drilling software fails to anticipate an unexpected high-pressure zone, and drill-
ing activity causes a well blowout, is the algorithm designer jointly accountable 
for any environmental incidents?

Incorporating a human touch in smart machine design and operation pro-
vides a symmetry of deterrence and incentives that not only encourages re-
liability and spurs innovation, but also fits with how humans are wired and 
motivated. Technology authors should be clear and honest about the underlying 
principles on which the machine bases its decisions. For example, what will 
the algorithm optimize for—operating efficiency and speed? return on financial 
investment? health and safety? Developers should be transparent about how 
their business model works. An intention to mine collected customer datasets 
for insights to monitor market performance or sell more solutions should be 
explicit. Designers should incorporate the capacity for human intervention in 
the operations of a smart machine for those instances when the machine owner 
feels the need to intervene.

8.4.8  Getting to trust

Michael, founder of an AI technology solution, sought some advice on how to 
grow his business in oil and gas. His clever technology consists of a small box 
of sensors that attaches to an oil or gas well, gathers data about the performance 
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of the well, leverages a machine-learning algorithm, and adjusts the equipment 
in real time to run more efficiently. One of its key features is that it eliminates 
the need for a worker to drive to the well and carry out manual inspections, 
and manual adjustments of the well equipment. This new solution helps move 
an oil well from a highly manual operation to one that is substantially more 
automated.

Michael is keen to discover the best practices for convincing the field to take 
on new digital tools. The oil and gas managers in the head office state that it is 
his job to go to the field and convince the supervisors, field engineers, service 
contractors, and local admin to embrace this new technology.

Compare this normal practice in oil and gas with the situation in the retail 
industry, led by Amazon. At the time of writing, Amazon is rolling out new 
automated pick and pack robots for its fulfillment warehouses. These gigantic 
facilities are probably one of the few remaining labor intense aspects of the 
warehouse and logistics businesses. Pickers gather odd shaped packages from 
the shelves, and packers arrange them into a cardboard shipping box with the 
ubiquitous Amazon logo emblazoned front and back, stuff the box with packing 
materials for the long journey to the customer, tape, label, and dispatch them 
to shipping.

Packing has long been the exclusive job of humans who are solely able 
to figure out the optimal way to fit odd shapes into a box. But the job is mo-
notonous, turnover is high, and the constant employee churn is a constraint on 
growth. Once this job is figured out, the day of an almost lights-out warehouse 
operation is in sight since Amazon also has figured out how to use drones to 
count inventory. The robot that unloads containers is within sight. Only the 
picking task remains with human workers.

Other complex jobs, such as driving vehicles on public roads, or running 
automated trains on complicated rail lines, are targeted in the on-going drive 
to digitalize.

8.5  Digital leaders lead

How do the digital leaders drive change in their organizations? It is widely ac-
cepted that Amazon is a leader in driving innovation throughout its business. 
The company releases 50 million software updates each year (a pace of one 
software change every second, around the clock). Its market capitalization is 
among the highest in the world. The company is a leader in retailing, book 
sales, cloud computing, home automation, and many other fields that leverage 
their core competencies in big data, analytics, artificial intelligence, language 
processing, and robotics.

Amazon drives its experiments in work automation from the top down. 
There will most certainly be job impacts from automated packing: fewer human 
packers, for example, although the growth in on-line shopping suggests there’s 
probably not enough people to do the job. The role of the warehouse supervisor 
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changes to be less about people management, shift coordination, load balanc-
ing, and training, and more about robot optimization and operation. Facilities 
set aside for human workers, such as lockers, lunchrooms, and parking, are 
freed up. Even the design of the warehouse shifts to accommodate 24/7 opera-
tions that can function at very high speed and allows for the interaction of dif-
ferent drones doing different jobs.

Amazon’s efforts to drive deeper automation in the warehouse are not the 
work of the warehouse teams who do the picking and packing. It is doubtful that 
the workers hired to pack shipping boxes are also automation experts. These 
workers are also unlikely to start up a trial that is almost certain to do away with 
their existing manual jobs. Such trials and experiments, if left to the warehouse 
teams to decide, would be swiftly rejected.

Michael’s small digital start up, with limited resources, no expense budget, 
and no authority, cannot successfully take on the job of visiting oil and gas field 
facilities and engaging with the local offices to convince them of the benefits of 
a technology that could result in work and headcount impacts.

The field is deeply aware of all the reasons why new technology might not 
work. They are quick to point out the incompatibility with other onsite technol-
ogy. They highlight the lack of time for training. They stress the high produc-
tion and productivity targets and the impossibility that they can both hit all 
the existing targets while introducing something new and unproven. They must 
tend to the operating equipment rather than have a meeting. They need to build 
up trust in the technology, and that takes work. They do not even have the time 
to invest in building a basic understanding of these technologies.

In other words, the field perceives all the threats and senses none of the 
benefits.

Successful oil and gas businesses generate their own kind of change aver-
sion. Successful managers can easily convince themselves that they have mas-
tery of the levers that drive economic performance. As a successful business, 
there is little benefit from the risk of trialing new ideas that might not work out.

But the past is no longer a certain guide to the future. Consider the impacts 
on the telecoms business (phone calls and text messages are now free); media 
(most news services are also now free); taxis (ride-sharing services offer supe-
rior customer experience); retail (on-line shopping has bankrupted hundreds of 
bricks and mortar shops); books (thousands of small retail shops have disap-
peared); music (streaming services have taken over compact disc technology); 
banking (the latest digital banks sign up millions of customers in a few weeks).

8.5.1  Finding the digital leader

How does Michael identify those companies in the oil and gas industry who are 
truly ready to work collaboratively to deliver a solution?

Digital innovators should learn what they can about how a potential oil and 
gas customer approaches digital change. Press releases and analyst presentations 



The Business of AI Adoption  Chapter | 8    167

are useful sources of validation. Those companies that lack clear public state-
ments about their digital strategies should be questioned about their commit-
ment.

The digital innovator should highlight the important role of management in 
driving the change as a key part of validating the likely benefits to be gained 
from the initiative. Managers should be very clear about how much time and 
energy they can commit to the success of the work.

With the right conditions in place (a compelling business need, a manager 
willing to trial or pilot a new capability, a solution that appears to deliver mean-
ingful results), the innovative digital solution may be invited to run a trial, proof 
of concept or pilot with a customer. Building a base for future success into the 
design of the trial or pilot is the next step of the change journey.

8.5.2  Moving beyond trials and pilots

Michael is successful in his efforts to find an oil and gas business unit manager 
willing to run a trial of his technology. The business unit is not performing to 
plan, prior actions to improve performance have run their course, and the man-
ager is still under pressure to bring results back in line with company expecta-
tions. Months later, Michael finds himself in a familiar situation—trapped in a 
never-ending cycle of pilot projects and trials with an oil and gas company that 
struggles to progress beyond the pilot stage to full deployment.

8.5.3  The role of trials and pilots

Pilots and field trials are exceptionally valuable for both the digital technology 
startups and the customer. Developers use precious on-the-ground experience 
to fine-tune their solutions under real world conditions, identify key additional 
features that customers really want, and sharpen the fit of the solutions to the in-
dustry. Pilots also reveal shortcomings in scalability, support, deployment, and 
value that startups really need to solve if they are to succeed. Having a number 
of pilot sites is a badge of credibility with potential new customers, investors, 
and funding agencies.

Pilots and trials are also useful for oil and gas companies. Customers gain 
real experience with the latest technologies, and then make credible claims to 
investors and boards that their companies are innovating with the times. Pilots 
often surface deeper insights about customers, reservoirs, processing equipment 
and business processes, which are valuable in themselves. Pilots can reveal just 
how backward and regressive some business practices in oil and gas really are.

The main governance construct of a pilot project is contingency. If the tech-
nology or solution achieves specified milestones or benefits, then in theory the 
company will allocate funds to take the technology from pilot stage to a bigger 
pilot or to enterprise roll out. This model works well enough with many kinds 
of lab bench chemistry and processing technologies and explains why an oil 
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and gas buyer is often quick to agree to a pilot or trial. The customer knows 
that there is an exit ramp if milestones are not met or benefits fail to materialize.

The role of technology incubators and technology accelerators that are now 
commonplace in many business centers is to provide the contacts, support, and 
tools that a startup needs to land a trial or pilot with a customer. Pilots are a 
necessary first step into the commercial world of creating and nurturing a viable 
product and business.

But this model hides certain problems.

8.5.4  The economics of pilot projects

The typical local buyer in a large oil and gas company is an unlikely enterprise 
champion. They have limited authority to make enterprise purchases. They are 
even constrained in their authority to broaden the pilot to other assets or adja-
cent opportunity areas, because of how oil and gas companies are organiza-
tionally structured. Individual spending authority is low. Champions of change 
need to secure hard-to-obtain approvals from corporate heads of engineering, 
lines of business, operations, and maintenance. Leaders in the company may 
suspect that the results of the trial are incorrect, optimistic, and unrepresentative 
of the rest of the organization. They must be convinced that the pilot has enter-
prise merit, in the face of performance measures in oil and gas that reinforce 
the imperative for safe operations, reliable execution, and minimal disruption.

Michael, typical of many digital innovators, does not leverage the pilot prop-
erly to create the conditions for “land and expand.” In the eagerness to get a 
pilot going, he may not clearly set out the journey map that delivers increasing 
benefits in exchange for a larger presence. He rarely explains the merits of an 
enterprise solution in terms of better pricing or better performance to the initial 
small customer. The initial customer may suspect that they will be quickly aban-
doned in favor of a more powerful enterprise-level executive. Few innovators 
attempt to measure with precision the baseline into which their solution is to 
be deployed and lack the expertise or the methods to link the benefits captured 
back to their solution.

Pilot projects are prone to bookkeeping games, particularly those that claim 
to create a cost reduction. As soon as a cost benefit materializes in a specific line 
of business, line managers can quickly reallocate those savings towards other 
budget line items. A reduction in the cost of a services contract transforms into 
an increase in a consulting budget.

Perpetual pilots serve neither party well. Technology startups lack the re-
sources to properly support and sustain dozens of pilot sites, which typically 
require more intensive care and attention. Some start ups are likely burning cash 
in their drive to scale up. The more pilots underway, the more likely that the 
technology start up is spreading itself ever more thinly over its growing base. 
Pilots often fail to convince technology investors, who are seeking the annual 
recurring revenue (ARR) that comes from committed enterprise customers.
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Customers are not well served by the pilot that never ends. By not moving to 
an enterprise deployment, with its steady cash flow to the start up, the customer 
creates a risk that the technology company will struggle to grow. The customer 
fails to capture all the benefits they are entitled to, since many technologies are 
really platforms whose benefits grow with scale. The message that perpetual 
pilots communicate internally, that the technology is not ready for wider de-
ployment, is toxic to the business and the technology company

8.5.5  Moving to enterprise deployment

To expect the technology supplier to solve this problem on their own is unlikely 
to succeed.

Both sides of this relationship, the technology company supplier and the oil 
and gas customer, need to change their approach to achieve a better outcome. 
Technology companies need to recognize the limitations of their local custom-
ers to drive enterprise purchases, and customers need to acknowledge the risks 
they face by letting pilot projects run without a defined end game.

Customer tactics
Capital allocated to digital innovations is now on the Board agenda. Boards are 
becoming increasingly aware of the transformative power of technology. Share-
holders are asking Boards to account for the disposition of shareholder capital 
that is allocated to pilots. Certainly, some pilot initiatives are sensitive and should 
not be in the public domain, but many digital trials do not fall into this category.

Boards should take an interest in what innovations are happening in the 
business, and work with management to properly fund the pilots. It makes little 
sense to allocate shareholder capital to pilot projects and then let them run as 
pilots forever. Boards should press management for regular updates on pilot 
projects and important field trials.

Executives should ask for a regular accounting of the various pilot projects 
and trials that are underway, regardless of scale. That accounting should include 
the nature of the benefits at stake, how long the pilot has been running, the end 
game, and lessons learned. Executives should dial back their tolerance of pilots 
that do not progress and should actively fund the work necessary for line man-
agers to build out the enterprise plan.

Companies should consider taking a stake in key technologies or technology 
companies to drive heightened attention on the pilot. Nothing creates interest 
more than an ownership stake.

Finally, managers should make time i to share the state of pilots across the 
company to signal that change projects are encouraged and rewarded.

Technology supplier tactics
Technology suppliers should build more clarity in the design of the trial and the 
pilot about the mechanisms for transitioning out of pilot mode.
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The innovation team should invest in measuring the baseline of the benefits 
at stake at the outset of the pilot. The customer or an independent consultant 
should do this task so that the bias inherent in measurement is reduced. The 
baseline should consider indirect as well as direct productivity gains, cost re-
ductions, carbon impacts, asset utilization and throughput, safety gains, pricing 
effects, and volume growth.

The pilot design should clearly specify the performance targets that the pilot 
is intended to achieve, based on the baseline measurement. That could be based 
on percentage or absolute gains, both quantitative and qualitative.

The pilot should set out the conditions under which the pilot will progress 
from stand alone to either a larger pilot, a second pilot site or enterprise roll out. 
The innovation team should identify the actions it will take to assist the organi-
zation through the transition from pilot to production and beyond.

To motivate the move to enterprise deployment, the innovation should cre-
ate value for the initial customer that is only available if the pilot grows. This 
value could be additional features that are available through fleet learning, or 
new pricing, or both.

The pilot design should set out an end date to the pilot. It should be suffi-
ciently distant that the company has enough time to learn to use the solution and 
embed it into their ways of working.

The innovator should support the customer in creating the growth pathway. 
For example, oil and gas companies typically run a steady series of internal 
knowledge-sharing and update sessions, which help to drive change through-
out the organization. The innovation team should help the customer get on the 
agenda, craft the messages, and coach them to success.

8.6  Overcoming barriers to scaling up

Once past the pilot stage, digital innovations face a new set of hurdles. Scaling 
up is challenging as evidenced by the number of small technology suppliers and 
the relative absence of fast-growing digital companies serving the oil and gas 
industry.

8.6.1  The scale mismatch

The difference in scale between very large oil companies and very small digi-
tal companies or innovation startups hamstrings mutual success. With their 
multiple layers of management, tight procurement rules, waterfall design phi-
losophies, and intergenerational masses of infrastructure, big oil companies 
inherently move slowly towards the future. There will continue to be steady 
demand for hydrocarbons for the foreseeable future, the industry is very ma-
ture, and the product is mostly undifferentiated. Capital markets thoroughly 
understand the business model and can easily rank one firm against another. 
Urgency is low.
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Digital startups, on the other hand, are lean and agile. The founder is often 
still coding. Decision-making is nearly instantaneous. Work methods are based 
on new approaches, such as design thinking and agile. Digital companies start 
out in the cloud, collaborate closely with many third-party technology provid-
ers, expect costs to fall steadily over time, and race to achieve network mass as 
quickly as possible.

Digital solutions innovate constantly to stay competitive, while staying well 
clear of the competency zones of the digital giants.

This mismatch of scale is a permanent structural problem of the industry and 
requires structural solutions.

8.6.2  Supplier consolidation

One solution to the structural problem is through market consolidation, where 
promising digital solutions are acquired by the large technology incumbents.

Large incumbents solve the scale problem as they are already at scale. Their 
large installed base creates a natural pathway to drive market penetration. Their 
extensive product catalogues deliver valuable and more complete solutions for 
their customers. They already have the implementation teams to drive deploy-
ment, avoiding the need to recruit a large fixed cost service team. They likely 
have the integration know how to deliver interconnections. They overcome the 
trust challenges in the market that the solution will work, in all situations, under 
pressure.

For the digital start up, joining forces with an established technology player 
to the industry may appear to be an attractive answer to the problem of scaling 
up. At the time of writing, there are no unicorns (startups with a valuation of a 
billion or more), serving the digital oil and gas market, possibly because of this 
exit strategy.

In the long run, the oil and gas industry may not be well served if the bulk 
of the promising digital companies disappear and are absorbed into the ranks of 
the incumbents. The pace of innovation in large mature technology firms may 
match that of the oil and gas industry. The methods that have accelerated the 
growth of a digital company may give way to the traditional ways of working 
in older technology companies. Traditional technology companies have them-
selves struggled to embrace concepts like cloud computing, open systems, and 
agile methods.

8.6.3  The corporate accelerator

Another solution to scaling up is the customer accelerator. This concept has 
long existed in industry. For many years, mature industries have no longer 
experienced big jumps in productivity through some clever innovation. Gains 
come from harvesting the hundreds of tiny improvements made at the various 
plants and figuring out how to deploy those changes to all the other plants. A 
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fractional reduction in energy use at a single plant translates into big energy 
gains across an entire the business if that reduction could be replicated.

Customer accelerators and internal engineering teams supervise a portfolio 
of pilots and trials across the fleet of plants. Successful innovations are carefully 
studied in a central lab to figure out how to productize the innovations and en-
able them to scale out across the fleet.

Industry leaders who are serious about scaling up digital often put in place 
their own internal digital accelerators. Dedicated corporate teams work with a 
portfolio of digital solutions to sort out scaling issues, promote change manage-
ment, figure out deployment pathways, and measure value.

An example might be an oil field unit who trials a machine learning solu-
tion that optimizes artificial lift performance. The solution is piloted at the unit 
and achieves some success. The corporate accelerator pulls the solution into 
the lab and replicates it to other pump problems, generalizing the solution, and 
redeploying it back into the original unit for additional testing and proving. The 
original business unit is the test ground because it was their innovation in the 
first place, and they are generally committed to its success.

Once the solution is proven out, the corporate accelerator then figures out the 
enterprise deployment strategy, to take the innovation across the full company. 
The enterprise strategy considers the overall solution architecture, the pace and 
timing of deployment, the communications strategy, the migration approach, the 
implications for turn arounds, and the longer-term sustainment strategy.

8.6.4  The oil company investor

There is an increasing interest among some oil and gas companies to run their 
own portfolio of investments in small promising digital companies, usually by 
setting up an independent venture fund. These funds take an active interest in 
driving scale among innovation startups.

There is a compelling financial logic to this idea. The oil company investor can 
help shape solutions to better fit their needs. The oil company as investor lends 
strong credibility to the solution and helps reduce resistance to internal deploy-
ment. And as an investor, the oil company stands to gain should the innovation 
become a unicorn (which will absolutely not happen if the innovation is purchased 
early by a technology incumbent), and can likely exit by eventually selling their in-
terest to a technology incumbent. Studies suggest that the typical digital innovation 
startup has only a 1% chance of survival, but when a customer takes a very strong 
interest in helping the startup, the chance of survival grows to 30%.

8.7  Confronting front line change

During and beyond the pilot stage, many digital champions struggle to over-
come the resistance to change in work processes and practices in oil and gas, 
and indeed in many heavy industries. The hard part of digital adoption is not 
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technology, but the need to change cultural norms, which might not be the com-
petence of the digital innovator.

There may be many offered reasons why a change driven by technology will 
not work but at heart, the one good reason for not embracing a change is that 
people like things the way they are. Underneath this reason are the three very 
human drivers of greed, fear, and pride that must be considered in driving front 
line change.

Greed
Employees quickly figure out how to make an existing system work to their ad-
vantage and maximize their benefit. They know the levers to pull, how they in-
terrelate, where to hide their mistakes, how to inflate the results. “Under prom-
ise and over deliver” is the theme on many an inspirational work poster. When 
mishaps happen, employees know who to blame. Lastly, if they are successful 
at what they do, they have no incentive to change.

Fear
Many employees are close to their next promotion or, more typically in oil and 
gas, retirement, and they are unlikely to risk losing their bonus on something 
they do not understand. If something goes wrong, they might not be able to fix 
it, or they might not have time to fix it, and they may be unsure who to blame. 
And if it does work, it exposes shortcomings in the well-run machine that they 
have successfully run for years. Innovation might even result in job loss.

Pride
Employees in oil and gas are justly proud of their well-deserved reputations 
as top operators. But appearing vulnerable in heavy industry does not inspire 
confidence, particularly in oil and gas. Employees do not wish to appear foolish, 
or out of touch. There is little chance employees will willingly display a lack of 
understanding about digital innovation at work.

8.7.1  The corporate parallels

These deeply seated human motivators have three parallel motivators in the 
workplace setting. These are growth, risk, and brand.

The corporate equivalent to greed is growth. Oil and gas companies in the 
western capitalist systems are based on growth—in revenues, reserves, produc-
tion, assets, capital budgets, dividends. Managers in this work setting will have 
put in place performance measures to achieve growth goals. A system of bo-
nuses and sanctions reinforces the attention to the performance measures.

The organizational equivalent to fear is risk. Oil and gas companies are par-
ticularly tuned to the risks of the industry since hydrocarbons are inherently 
dangerous to people and the environment. Safety measures and metrics are 
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always paramount, uncompromising, and well ahead of financial returns. Pro-
duction is hedged to offset the risks of price erosion.

The equivalent to pride is brand or reputation. Oil and gas companies guard 
their brands very carefully, especially in a world that views carbon emissions as 
a climate hazard. Most players in the industry invest to advocate their creden-
tials to investors, employees, and regulators. Many are aggressively balancing 
their investments to include more renewables and alternative fuel sources in 
their portfolio.

Successful efforts to implement change in oil and gas include attention to 
both the corporate and the human drivers. An alternative way to express this 
balance is that change must appeal to the head, or the cold industrial logic of 
growth, risk, and brand, as well as to the heart, or greed, fear and pride. Many 
unsuccessful digital deployments can be traced back to an inappropriate bal-
ance in addressing these change drivers, and in particular, an over investment in 
highlighting the corporate benefits, and an under investment in addressing the 
personal drivers.

8.7.2  Early warning signs

Change champions tasked with rolling out a digital solution should be attentive 
to early signs that the change initiative may flounder.

The digital narrative
The first step for the change leader is to control the narrative about the digital 
innovation, its vision, purpose and expected outcomes. Presentations or training 
about digital will need to take place on site, since many oil and gas facilities 
are continuous operations running multiple shifts on a 24/7 basis. The change 
team will work to influence the narrative, manage the conversation, promote 
fresh lines of thinking, and deal with objections about the proposed change and 
digital innovation.

Unfortunately, many key oil and gas facilities are well away from civiliza-
tion. Small digital innovators should not be expected to provide briefings for 
free, at awkward or inconvenient times, which will minimize the number and 
duration of such sessions, as well as the number and kinds of experts that attend. 
Reasonable questions related to raising trust in the solution will go unanswered 
without the right expertise available.

Corporate sponsors of change will note the value in traveling to places like 
Silicon Valley as an important way to teach the organization about the opportu-
nities presented by digital. Capital and cost constraints often block requests for 
travel to conferences or to courses.

Should funding become available to send people to trainings, conferences, 
or benchmarking tours, it becomes important to carefully pick the attendees. 
Those employees who are most influential team members should be given leave 
to attend. They are better positioned to promote the digital innovations on their 
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return, as they are well regarded by their peers, and will be more able to con-
vince their colleagues that digital is something to embrace.

Manage the pace
Change champions should anticipate that the pace of change in oil and gas 
seems slow compared to the pace of change in the digital industry. This is to be 
entirely expected in an industry that weighs risk so highly. Maintaining pace is 
the second ingredient for a successful effort. Unfortunately, any early enthusi-
asm that the change champion can generate may quickly erode if the change is 
delayed.

Field organizations have many compelling reasons why timing is inappro-
priate for implementing digital innovations. Perhaps some new equipment is 
being delivered, or some other corporate initiative that must take precedence is 
occupying people. Managers and users in oil and gas often require compelling 
evidence that the proposed digital solution is largely risk free. It is very chal-
lenging, particularly for novel digital solutions such as smart machines, to prove 
that the solution is entirely without risk.

Other hard-to-satisfy requirements can contribute to slower progress. Most 
oil and gas facilities are brownfield in nature—that is, they are in production 
and have been for some time. It may be necessary for a new digital solution to 
integrate or interconnect with existing SCADA systems that predate the digital 
era. It is not surprising to discover that some site technology dates back 4 de-
cades, to the very dawn of the personal computer age, and the skills to update 
the technology simply no longer exist.

It is particularly difficult to address perceived threats whose risks are por-
trayed as high impact and high probability, such as cyber threats. Sites may 
have little option but to put all digital changes, regardless of what they are, 
through the full management of change (MOC) process, which may delay prog-
ress for months.

The final and frequent obstacle to digital innovations particularly in oil and 
gas is the lack of network connectivity in the field. Many field sites, particularly 
offshore assets, lack sufficient network coverage, are served by costly satellite 
uplinks, or suffer from unreliable, or capacity constrained technology.

Execution challenges
The third and final challenge to a digital initiative is execution difficulties. Ac-
cess to domain knowledge is one of the keys to developing an artificial in-
telligence solution. Key resources, such as a highly experienced engineer in 
high demand, will often be in short supply. Negotiating their involvement is 
challenging because their performance metrics for the year are negotiated in 
advance. Freeing them up means agreed commitments may not be met. Change 
champions will need to have in place the organizational support to undo these 
commitments, and any dependent commitments, to secure the availability of 
critical domain experts for the digital project.
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Oil and gas is about doing what works, whereas digital is about trying things 
to see what works and what doesn’t. This mismatch can quickly derail those 
solutions that have multiple experimental runs to work through, or that are in a 
minimally viable state. Workers in oil and gas generally have clear annual, quar-
terly, monthly and hourly objectives to meet, and they know how to meet those 
objectives with the tools they have at hand. Securing their support to experiment 
with or to teach a new machine learning system that might not work is not going 
to be greeted with enthusiasm.

A final execution challenge is the tendency to halt digital projects too quick-
ly. To illustrate, an oil company started a trial to adopt robotic process automa-
tion tools, or bots, to carry out battery balancing. The initial bot failed dozens of 
times before its developers figured out all the nuances involved in this complex 
but routine task. Having critical help on hand at month end to bring bots back to 
life after failures was hugely disruptive to a business that does not run on agile 
methods. Many oil companies simply halt development after just a handful of 
failed attempts.

8.8  Doing digital change

The success of AI in oil and gas is not going to be based on how good the 
algorithms are but on how good management is at promoting change in the 
workplace.

8.8.1  A typical change champion

Brian is a 23-year-old engineer working for an oil and gas company. His job is 
to travel to the gas fields and record facility asset details about the as-built gas 
wells. The paper documents at home office about the wells are incorrect and in-
accurate. The paper documents include equipment that is mislabeled or missing 
entirely. Parts numbers and tags are incorrect. Field assets include equipment 
that is not reflected in the paper documents.

Brian’s instructions are to take the inaccurate paper engineering documents 
to the field and make corrective notes on the documents in red ink. This is nor-
mally a job for a highly experienced engineer.

Brian purchases a mini tablet and from a cloud service downloads a free app 
for building a home inventory such as might be used to complete an insurance 
application. He loads the corporate asset catalogue into the app and uses the app 
to build field data records. He scans the engineering document into the tablet 
for on screen annotations, takes high definition photos of the assets at site, and 
uses the GPS data to auto fill locations. Brian and a small team of new engineer-
ing recruits build highly accurate, perfectly correct, electronic, fully compliant, 
detailed site data supported with HD photos, dispatched to home office, at 10 
times the normal pace of such work, generating 4 times the information, with 
near zero error rate, for the additional cost of a small tablet.
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After 2 weeks he is recalled from the field. The home office is expecting 
incomplete, handwritten, paper files to trickle in once per week to be reviewed 
and corrected by risk reviewers, checkers, inspectors, and senior engineers, and 
then typed into the system. They are not expecting highly accurate, perfectly 
correct, electronic, fully compliant, and detailed site data, complete with photos 
and annotated electronic diagrams.

Brian is instructed to return to paper.
His plight underscores the most profound issue that many digital innova-

tions face in oil and gas. It is not about the technology. Brian delivered a free 
technology success (a focus on data and the use of cameras, built quickly for 
free, and fun for his team), but a workplace failure (no management support, 
poor change management, and home office apathy, despite the dramatic produc-
tivity boost and a substantial overall cost reduction).

8.8.2  Organizational reaction to change

Brian’s situation highlights natural organizational responses to change that both 
help avoid workplace failures, but at the same time kill off technology success. 
Here are seven tactics that are regularly employed as essential to drive change 
fast and with results.

Honor the past, define the future
Boards and executive management teams need to own the strategy and direction 
for digital innovation. Serious lasting change that upsets jobs and roles, disrupts 
long established business practices and relationships, and threaten short term re-
sults must have strength of support from the leadership team. At the same time, 
leaders need to acknowledge the accomplishments, successes, and results of the 
past. Troops need to feel appreciated for their past efforts and to hear that it is 
time to move to a new future. Without that clarity of vision, the change cham-
pions in the organization will bump continually into those locked into the past.

CEO as change leader
Digital innovation is not something that is best delegated deeply into the orga-
nization. The industrial revolution that digital represents requires the CEO to 
champion the journey. Strong messages stick longer when delivered directly 
by the most senior voice in the organization. At least 30% of the employees in 
every level, every unit and every location must understand the need for change 
to reach the tipping point where change efforts can accelerate.

Communicate
Digitally driven business changes achieve greatness when company leadership 
takes a personal and active interest in driving change at work. Business leader-
ship, including the CEO, VP Operations, VP HR, and VP Corporate Services, 
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invest their personal time in communicating the direction. Everything associ-
ated with the digital change—successes, trials, pilots, awards, results, promo-
tions, failures—are shared. The team on the front line needs to know that man-
agement is serious about achieving success.

Committed leadership demonstrate their unwavering ownership of the 
change through their acts:

•	 going to the site or field in person, and not just once

•	 holding field meetings at the sites

•	 explaining the vision for the change, and why the company sees it as impor-
tant

•	 answering directly and honestly the questions from the field

•	 adjusting the expectations so that the field has the time to invest in training

•	 providing leadership advice to supervisors on coping with resistance to 
change

•	 responding personally and directly to follow ups from the field

•	 allocating enough resources to help deal with the reasonable problems that 
will appear

•	 recording videos to circulate, championing the change and those most im-
pacted

•	 celebrating successes personally by handing out badges/rewards/prizes in 
person

•	 adapting manager and supervisor performance metrics to include support for 
digital change

Be purpose driven
There are likely more opportunities for digital innovations than there is capital 
available. Management will need to make choices about where to invest and 
why. Managers should be able to answer questions such as:

•	 What is the vision for the change?

•	 What compelling picture of the transformed business lets others embrace the 
change?

•	 What is in it for the impacted?

•	 What positive benefits can be tied to the success of any digital change?

•	 How will productivity gains turn into personal growth and not job loss?

•	 How will the digital change journey be different?

•	 How will “fail fast” work in practice and who will stand up for the change 
when deadlines are missed in favor of a digital trial?

Those choices should be tightly tied to specific business results. Oil and gas 
managers have little time for digital efforts that feel more like science projects. 
Performance metrics should reward the behavior required: supportive supervi-
sors, agility, and willingness to trial new concepts, and a smarter AI machine. If 
front line workers suspect that management will not support them as they work 
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to evolve learning systems, or if the metrics reinforce alternative behaviors, 
they are unlike to invest the time required to master the new technology.

Think big, start small, be agile
Digitally driven change will be as big a disruption to the industry as deploy-
ing the major enterprise resource planning systems of the past, or adopting the 
internet, or introducing SCADA technology. The pace of change, driven by the 
constantly falling costs of technology and consistently improving capability, 
suggest that the solution design for today may be dramatically different in just 
a couple years later. Leaders should set forth an embracing vision of the future 
that will endure for some time, undertake small projects aligned to that vision, 
and execute them with agility.

Build cyber security in
Provision for cyber security should be built into any digital innovation since 
digital innovations create a far greater attack surface for cyber activity. Arti-
ficial intelligence and machine learning tools are already part of the arsenal of 
the cyber criminal. A message for helping drive change forward is that cyber 
awareness and protection is merely a variant of the safety culture.

Stay the course
Artificial intelligence and machine learning solutions are, by definition, learn-
ing systems. Much like other digital technologies, they are unlikely to work 
perfectly, immediately on installation, and under all possible operating condi-
tions. Early versions might even be called “minimally viable.” Change leaders 
must anticipate that the solution will need to progress through multiple itera-
tions to reach a state of acceptable utility in the work environment. Oil and gas 
companies are well versed in seeking out that which does not work and shutting 
it down.
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Chapter 9

Global Practice of AI and Big 
Data in Oil and Gas Industry

Wu Qing
Department of Science & Technology Development, China National Offshore Oil Corporation, 
Beijing, China

9.1  Introduction

Oil and gas exploration and production data have outstanding big data char-
acteristics. The industry is in the petabyte-exabyte stage in terms of the size 
of its big data (Boman, 2015). This is likely a result of the industry requir-
ing large amounts of data to determine new drill sites and ensure sustainable 
production, among other tasks. Moreover, reports indicate that a modern un-
conventional drilling operation produces up to 1 MB of data per foot drilled, 
and it is no secret that such information can be exploited to optimize drill 
bit location, improve subterranean mapping, enhance efficiencies related to 
production and transportation, and predict the location of the next promising 
formation, if analyzed appropriately via big data analytics (Martinotti, Nolten, 
& Steinsb, 2014).

The recent technological improvements have resulted in daily generation of 
massive datasets in oil and gas exploration and production facilities. It has been 
reported that managing these datasets is a major concern among oil and gas 
companies. A report by MR Brulé Group IBMS (2015) stated that petroleum 
engineers and geoscientists spend over half of their time searching and assem-
bling data.

The integration of various data sources combined with fundamental studies 
can be used to enormously enhance the understanding of subsurface operations, 
thereby increasing well productivity. According to domestic Chinese journal ar-
ticles of 2019, artificial intelligence research in the field of petroleum engineer-
ing applications are decades old, from application management to all aspects of 
the exploration and development of the construction site.

The followings are some typical global practices of AI and Big Data in Oil 
and Gas Industry.
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9.2  Integrate digital rock physics with AI to optimize oil recovery

9.2.1  The upstream business

Oil and gas field exploration, development, and production data have prominent 
big data characteristics. The preservation and utilization of big data in oil and 
gas fields usually requires completeness, regularity, and intensiveness, so that 
scale and cluster effects can be used. Big data reveals the true distribution of 
oil and gas and enables oil field modeling, production prediction, and oil field 
production management.

With the continuous deepening of the integration process of oil and gas ex-
ploration and development, the focus of China’s oil and gas work has gradually 
shifted to complex structures and lithologic oil and gas reservoirs, unconven-
tional oil and gas, deep offshore oil and gas reservoirs, and tight oil and gas 
reservoirs. How to use artificial intelligence to combine digital rock technology 
with big data to effectively reduce the difficulty and risk of exploration and 
development, improve oil and gas recovery, and control development costs is a 
topic that the industry urgently needs to tackle. Combining digital rock analysis 
with oil and gas field exploration and artificial intelligence, we can combine 
the characteristics of the digital rock database with logging and well data and 
implement various state-of-the-art classification techniques to determine the 
distribution and remaining oil mining potential.

For specific geological research objectives, there is usually a combination 
of multiple observation and analysis methods. Because of the traditional geo-
logical methods and quantitative requirements of reservoir characteristics, there 
will be some deviations. Oilfield mining research usually requires the use of 
multiple analysis methods to organically integrate multi-source information, to 
falsify various analysis results, further improve analysis accuracy, and reduce 
multiple solutions of reservoir models. Therefore, in general, the exploration, 
development and production of big data in oil and gas fields require deep data 
mining to extract more effective value.

In recent years, the development of digital core (also called digital rock physics, 
DRP) technology has made it possible to obtain more reliable physical information 
on pore-scale multiphase flow, thereby determining the cause of low recovery fac-
tor and improving reservoir performance for different injection schemes. In other 
words, with the new integrated multi-scale model, multi-scale physical properties 
can be integrated to find the most effective displacement scheme to optimize the 
recovery factor. The development of multi-scale integrated digital rock technology 
provides a new method and opportunity for deep mining of oilfield big data in 
order to extract more effective value. Through the establishment of a new multi-
scale integrated model, the core and logging data can be integrated, the large-scale 
reservoir seepage model can be used to predict the best injection and displacement 
method, and the multi-phase flow simulation can be used to predict the maximum 
production using the most effective production plan under different scenarios.

We use deep machine learning to integrate the recently developed PAM 
(Pore Architecture Model) with core, logging, seismic, and production data to 
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establish a comprehensive scheme for quickly and effectively predicting the 
distribution of multi-scale heterogeneous remaining oil and deciding how to 
improve recovery. Specifically, the cutting-edge technology used will involve 
continuous modeling of multi-scale pore structures to quantify the spatial con-
nectivity of the matrix and fractures, and AI technology will be used to analyze 
the remaining oil distribution found in the big data from logging and seismic ex-
ploration. The distribution from the matrix, rock strata to the lithofacies system. 
These integrated reservoir systems are the actual characterization of complete 
multiscale flow physics and will be able to model multiscale and multiphase 
flow in heterogeneous and complex reservoirs for the first time.

We implemented a set of advanced tools. First, a multi-scale pore structure 
model is required. Second, a pore network multiphase flow simulator tool is de-
veloped. Third, big data analysis and AI deep learning tools are deployed. Using 
digital core technology can further quantify the spatial wettability distribution 
of the reservoir mix (between different pore types and positions within the oil 
column), which will allow us to quantify the matrix and fractures on the multi-
scale movement of oil and gas.

We are working with partners to enrich the field exploration test and produc-
tion data of complex reservoirs, give full play to the advantages of vendors in 
multi-scale digital core and multi-scale AI integration, deep machine learning 
algorithms, and jointly developing big data based on CNOOC oil field applica-
tions. We will obtain the accurate input parameters of complex reservoir model-
ing and flow simulation, predict the oil and gas reserves of complex reservoirs 
and the distribution of remaining oil, guide the formulation of complex oil and 
gas field exploration and development plans, and develop and produce complex 
oil and gas fields. This work has important academic significance and practical 
application value. More importantly, the cross-scale digital core AI technology 
can be applied to all complex oil fields, including carbonate reservoirs, uncon-
ventional oil fields, and shale gas fields.

Due to the heterogeneity of the reservoir, the biggest challenge facing en-
ergy companies is low recovery. There is a large gap between DRP technology 
and on-site production management applications. The main obstacle is that the 
detailed information obtained by DRP cannot be directly applied to existing 
reservoir simulation tools. If you can use DRP additional information, DRP can 
play an important role in the exploration and production of petroleum engineer-
ing. We use an integrated method that combines spatial changes in wettability 
and multi-scale pore information architecture, combined with digital petrophys-
ics, using oilfield data for deep learning. Due to the high complexity of under-
ground oil and gas flow, the relationship between macro/micro scale properties 
is nonlinear. Using advanced multi-scale imaging and calculation capabilities, 
the complete geometry (pore size and shape) and topology (pore connectivity) 
of the rock structure of the reservoir can be obtained and used to construct a 
representative multi-scale model to calculate effective multi-scale relative per-
meability at large scales. Specifically, it uses the most advanced tools to inte-
grate data from structured and unstructured wells to identify and classify the 
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remaining oil potential that may not have been previously identified or produced 
less than expected and seeks solutions to improve reservoir recovery.

Using advanced 2D and 3D high-resolution imaging and calculation capa-
bilities, the complete geometry (pore size and shape) and topology (pore con-
nectivity) of the pore/fracture structure can be obtained from reservoir rock 
samples, called pore structure models or PAM. We will use the new integrated 
multiscale PAM to fully integrate the multiscale matrix and complex reservoir 
systems. Develop multi-scale DRP methods and expand the new DRP model 
from small scale to field scale, integrate logging, well testing and even seismic 
data as much as possible to capture the large-scale characteristics of reservoir 
heterogeneity. Increasing the recovery factor can extend the development life of 
the oil field and reduce costs, as follows:

1.	 For the first time, a new and effective method is developed, which uses a set 
of coupled calculation methods (PAMS) to integrate all the multi-scale com-
binations of all pore information (from large pores, fractures to micropores). 
These methods integrate different scale networks into a parallel network 
system.

2.	 Quantify the variability of the interaction of the rock surface wetting state 
and further important control of multiphase flow, especially the control of 
the displacement efficiency.

3.	 Use a set of feature-based classification techniques to filter well data and 
images to identify the remaining oil potential after injection.

4.	 Design a more effective oilfield development strategy.

9.2.2  Digital core technology

Digital core technology dates back to before 2000. With advances in technology 
and improved imaging scans, this technology adds to the rapid development 
of lithology. Due to the evolution from two-dimensional to three-dimensional 
technology, the Nian Journal has 22 articles on digital cores in 2019.

A recent report from the Chinese Research Institute of Petroleum Explo-
ration and Development, Qinghai Oilfield Company says: “Multiscale X-CT 
(commonly known as gamma knife) scanning imaging technology to establish 
different levels of 3D digital cores, using the maximum sphere algorithm and 
pore throat size correction method, extract and establish a nanoscale digital core 
pore network model of carbonate reservoirs, and realize the use of 3D pore net-
work model to simulate a reservoir. The physical property parameters, mercury 
entry curve, and pore and throat distribution curves are compared in parallel 
with the results of conventional high-pressure mercury intrusion method. The 
research results show that the porosity and permeability parameters simulat-
ed by digital core technology are slightly different from the actual measure-
ment results. The simulated mercury entry curve, pore throat distribution curve 
and the curve obtained by the indoor mercury intrusion experiment have high 
consistency, and the simulation results obtained by the digital core have high 
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reliability. The digital core technology is microscopic in carbonate reservoirs, 
intuitive in its quantitative characterization of the pore structure described as-
pect and has obvious advantages.”

The present state of research in digital core technology has already moved 
towards multi-scale and multi-level ranks. Due to the high cost of high-precision 
scanning instruments, the number of multi-scale high-resolution X-CT scanning 
imagers is limited in China, so the popularity of digital core technology in China is 
weak, and there are few practical digital core databases. Judging from the domes-
tic research literature, there is no report of combining big data with digital core.

The development of digital core technology makes it possible to combine 
artificial intelligence with petroleum engineering big data, because digital core 
technology can obtain accurate reservoir attribute characteristics from the big 
data of petroleum exploration, so that the big data of petroleum exploration can 
be further utilized and upgraded. Judging from the domestic research literature, 
there is currently no research report on artificial intelligence and digital core.

This project aims to improve methods by which prediction of recovery for 
heterogeneous reservoir can be integrated from core-scale to larger scales via AI. 
The biggest challenge for energy companies is the low oil recovery due to the 
heterogeneity of the reservoir. The recent advances in digital rock physics (DRP) 
technology has enabled us to get more reliable and representative information 
of pore-scale multi-phase flow physics to identify the causes of low recovery, 
providing new approaches to improve the reservoir performances via different 
injection scenario. In other words, using the new integrated multiscale model we 
can integrate multi-scale physics to find the most effective displacement scheme 
to optimize oil recovery. There is a substantial gap between the DRP technol-
ogy and its application to field production management. The main obstacle is 
that the detailed information obtained by DRP cannot be used directly in the 
existing reservoir simulation tools. The DRP can add significant value in the 
exploration and production of petroleum engineering if the extra information 
of DRP can be used. We propose an integrated method that combines spatial 
variance of wettability and architecture of multiscale pore information, in asso-
ciation with deep learning DRP with oilfield data. As the multiphase flow in the 
subsurface is highly complex, the relationships between macro and micro-scale 
properties are expected to be non-linear. Using advanced multiscale imaging 
and computing power, the complete geometry (pore size and shape) and topol-
ogy (pore connectivity) of reservoir rock structures can be obtained and used 
to construct a representative multiscale model to calculate effective multiscale 
relative permeabilities at large scales. Specifically, state of the art tools will be 
integrating structured and unstructured well data to identify and classify the po-
tentials of remaining oil, which may indicate previously unrecognized or under-
performing petroleum productions and find solutions for the improved recovery 
of reservoirs. This will have significant impact where the oil fields are extremely 
heterogeneous and need new technology to improve reservoir recovery to boost 
production and reduce cost.
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Although wettability is a notable characteristic of many of the most produc-
tive reservoirs known, its contribution to both hydrocarbon storage and flow is 
commonly ignored in multi-phase flow physics. The interacting effect of the wet-
ting state of the reservoir rock surface, known to be highly variable and a further 
important control on multi-phase flow in general and displacement efficiency, will 
also be quantified. We will use a suite of feature-based classification techniques fil-
tering well data and images, to identify the potential remaining oil after injection.

9.2.3  Modeling wettability at the pore-scale

The ultimate control on fluid flow occurs at the pore scale, since no matter how 
large scale an oil reservoir is, the injected fluid (water or gas) will displace the 
oil pore-by-pore. The nature of the reservoir pore structure is well known for its 
heterogeneous multiscale pore structures. The existence of such multiscale and 
highly complex 3D networks of connected pores makes hydrocarbon flow be-
havior difficult to predict. Therefore, comprehensive multiscale pore informa-
tion is essential and the multiscale 3D pore network flow model with spatially 
various wettability may indeed make an important contribution to the under-
standing of both oil migration and residual oil saturation.

Current methods of hydrocarbon and aquifer reservoir flow performance use 
uniform wettability and constant permeability assumptions which are depen-
dent upon quantification of the multi-phase flow characteristics for each grid 
block in the simulation. Typical grid sizes are of the order of 10s or 100s of 
meters and the properties assigned to such grids are porosity (φ), permeability 
(k), relative permeabilities (kro, krw, krg) and capillary pressures (Pcow, Pcgo). 
All information used to construct and operate such simulations is drawn from 
macro-scale understanding, usually from measurements at the core-scale. Ex-
pensive and time-consuming laboratory measurements are required to derive 
estimates of the relative-permeability functions, but these do not capture all the 
heterogeneity and multi-scale flow properties that often exist within the reser-
voir. Considerable uncertainty may be introduced into the flow predictions as 
a consequence of the upscaling approach, especially where multi-scale effects 
may contribute to flow in a complex manner.

The multiscale integrated digital core technology is a new technology that 
enables a more reliable macro-scale representation from pore-scale physics, 
leading to multiscale and multi-phase flow predictions that cannot be done ex-
perimentally. The workflow is shown in Fig. 9.1. More accurate multiscale 3D 
models of the entire flow system from micro-matrix to core-scales (and beyond) 
are required to better understand hydrocarbon flow in reservoir rocks. Indeed, 
one possible approach to this task is to use X-ray CT. A more efficient method 
is to derive 3D statistics of the spatial distribution of components of the rock 
using multiscale SEM images that will always, in principle, be of much higher 
resolution than 3D images. 2D statistics can then be used to develop a 3D model 
by the Markov Chain model (Wu et al., 2006). This method has been rigorously 
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validated (Wu et al., 2007) and we propose to extend it to the multiscale pore 
system, see Fig. 9.1.

The wetting properties of reservoir rocks are also fundamental to an under-
standing of hydrocarbon flow in reservoir rocks. It has been suggested that most 
reservoirs are neither water-wet nor oil-wet, but mixed-wet. Also, the wettability 
can vary within a single rock sample which may, in part, be a function of pore size 
(Marzouk, 1999). The mixed wettability results bypass water flow since the water 
tends to flow in the water-wet flow path and leave the oil-wet region untouched. 
These mixed wettability or oil-wet reservoirs have yielded very low recovery us-
ing water flooding. Recent research on wettability observation use ESEM ob-
servations and NMR studies in conjunction with other detailed characterization 
of the pore system, e.g. multi-scale thin section data for both the macropore and 
micropore systems, mineralogical characterization, and mercury capillary pres-
sure data. These ancillary measurements can be performed and will be analyzed 
by using them in constructing 3D pore models using the PAMs technique.

The recent advances in multiscale digital core technology have enabled mul-
tiscale information about the heterogeneity in the reservoir, providing integrated 
approaches to analyze different displacement mechanisms via different injection 
scenarios. In other words, using the advanced computing method we can integrate 
multi-scale microphysics into macro representation multiphase predictions to find 
the most efficient displacement scheme to optimize oil recovery. While there is a 
high uncertainty of subsurface structure due to the heterogeneity, a lot of explora-
tion data such as well data and logging data are not fully utilized since there is poor 

FIGURE 9.1  Workflow for 3D modeling of formation alterations and upscaling of the well 
inflow model. A description of the items follows:
1.	Core scale

a.	Core Sample
b.	Micro CT Scan from Core
c.	Identify minerology, clay, and cement via SEM EDS images
d.	Pore classification: Green = Pore space
e.	PAM: 3D Pore Architecture model

2.	Upscale to Wellbore
a.	Extract Pore Network from 3D pore architecture model
b.	Multiscale models to represent large scale flow property

3.	Upscale to Reservoir scale model
a.	Near-wellbore inflow model
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understanding between the interpretation of logging data and potential recovery of 
the reservoir rocks. This cutting-edge technology offers great potential for utiliz-
ing the big data of reservoir information to identify the potential remaining oil. 
Combining digital rock technology with AI, the crucial reservoir field information 
via self-supervised learning of additional information can be linked with digital 
rock technology, and such a process must be underpinned by a set of smart and 
efficient tools for data search and retrieval, data-analysis, and deep data learning 
framework as well as multiphase flow simulation. A basis for all these is the ability 
to classify a large collection of logging data and well borehole images linking to 
the microstructure of rock type via advanced machine learning to identify remain-
ing hydrocarbon potential and hereafter to predict how multi-scale heterogeneity 
impacts recovery efficiency using multiphase flow simulation (Figs. 9.2–9.4).

FIGURE 9.2  Illustration of integrating matrix micro porosity with mini fracture and pre-
dicting oil recovery. A description of the items follows:
(A)	 Micro-pore imaged in matrix rock from SEM and pore network constructed using PAM.
(B)	 Micro-fracture image from micro-CT and fracture network constructed using IM PAM.
(C)	 Integrated matrix and fracture network constructed using PAM.
(D)	 Inhibition of oil predicted using multiscale pore network flow models under different wettabilities.

FIGURE 9.3  Air in a packed column of hydrophilic glass spheres before and after secondary 
water inhibition visualized by our X-ray micro-CT scanner.
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9.3  The molecular level advance planning system for refining

Through the refinery production planning and scheduling and collaborative so-
lutions (optimization system), cost-effective calculation of potential processable 
crude oil varieties under different production schemes can be achieved, which 
is conducive to more accurate selection of crude oil and early understanding of 
different crude oils. The feed properties of the atmospheric and vacuum devices 
and subsequent secondary devices under the reconciliation plan are changed, 
which is conducive to ensuring the stability of the feed properties of the de-
vice and thus ensuring the safe and stable operation of the device. The product 
quality changes under different device operating conditions require the timely 
adjustment of the product-blending plan according to the economic benefits or 
the demand situation. It can also realize the reverse operation of the secondary 
device operating conditions required according to different product quality re-
quirements, and even the mixing of crude oil.

9.3.1  Prediction of crude oil mixing and molecular properties

By analyzing the characteristic factors of unused crude oil and the PIONA value 
of naphtha, and performing model calculations on molecular data, it is possible 
to study and obtain important data to guide production. For example, a subsid-
iary company of China Petroleum processed mixed crude oil (manufactured 
by mixing three crude oils) for analysis and found molecular information for 
further studies; see Fig. 9.5.

In-depth analysis of the molecular information of crude oil C actually con-
tains more benzene and toluene compounds in this process. Aromatic hydro-
carbon molecules with a low carbon number are strong solvents, resulting in 
increased intermolecular forces, which will produce a series of chemical effects, 

FIGURE 9.4  Illustration of integrating multiscale digital rock models from core-scale to 
reservoir-scale.
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including increased fraction overlap, colloidal molecules wrapped around crude 
asphalt macromolecule micelles and naphtha. Aromatic hydrocarbon molecules 
form a new micelle phase equilibrium, etc., which will lead to a decrease in the 
yield of naphtha and an increase in the yield of the diesel fraction.

The crude oil mixing model can also consider using multiple molecular 
properties such as solubility parameters and eccentricity factors to describe the 
influence of crude oil intermolecular forces on crude oil mixing, and to quantify 
the change in naphtha yield under the influence of such intermolecular forces. 
Fig. 9.6 displays the three mixed oils and the mixed result in terms of the ec-
centricity factor and oil solubility.

Table 9.1 is the prediction data of the yield and properties of a mixed crude 
oil based on the above three crude oils. Table 9.1 can be seen, in can be seen, 
in consideration of the intermolecular forces between oil, naphtha fraction 

FIGURE 9.5  Three kinds of crude oil characterization factor of the distribution case.

FIGURE 9.6  The solubility parameters and corresponding eccentricity factors of several 
crude oils (A, B, C) and their blend.



TABLE 9.1 Examples of prediction research on yield and properties of mixed crude oil.

The upper 
temp., °C

The lower 
temp., °C

Yield, 
wt%

Sum of 
yield, wt%

Error*, 
wt%

Density 
(20C), kg/m3

Sulfur, 
wt%

Nitrogen, 
wt%

Carbon 
residue, wt%

Acid number, 
mgKOH/g

Aniline 
point, °C

Character-
istic factor

HK 15 0.78518 0.78518 −0.09238 546.33328 0.00164 0.00000 0.00010 0.02044 39.79136 13.24319

15 60 2.12597 2.91115 −4.38651 632.75513 0.00203 0.00000 0.00011 0.02079 40.51383 12.92433

60 80 2.13798 5.04913 699.29251 0.00334 0.00000 0.00010 0.02692 39.33381 12.10596

80 100 2.70435 7.75348 724.28515 0.00470 0.00000 0.00011 0.04032 40.27548 11.91664

100 120 2.71454 10.46802 740.21360 0.00647 0.00001 0.00010 0.04937 42.45500 11.87358

120 140 2.81088 13.27889 749.95032 0.00942 0.00001 0.00010 0.06025 46.14350 11.92179

140 160 3.15269 16.43158 762.30233 0.01349 0.00003 0.00011 0.08260 49.76346 11.92157

160 180 2.92622 19.35781 774.00647 0.01857 0.00005 0.00011 0.11045 53.59143 11.92550

180 200 2.70010 22.05791 786.23178 0.02590 0.00010 0.00011 0.16282 57.55987 11.91602

200 220 3.25891 25.31682 1.39375 801.77682 0.03559 0.00019 0.00012 0.22637 61.00075 11.85323

220 250 5.16249 30.47931 814.78822 0.05652 0.00042 0.00017 0.28043 63.84342 11.86355

250 275 4.63937 35.11868 830.06427 0.10754 0.00105 0.00027 0.33000 66.63230 11.85368

275 300 5.30893 40.42761 838.55745 0.19155 0.00244 0.00045 0.34729 71.25273 11.91452

300 320 3.41735 43.84496 847.56743 0.26681 0.00492 0.00073 0.35141 74.42572 11.94464

320 350 6.73245 50.57740 857.74840 0.36047 0.01021 0.00143 0.38877 76.58067 11.97038

350 395 8.28569 58.86309 4.24334 882.03159 0.47522 0.02602 0.00464 0.49472 80.07645 11.87808

395 425 7.14688 66.00998 885.88547 0.54258 0.04611 0.01515 0.52501 85.66021 12.05147

425 450 4.03830 70.04828 897.78467 0.61752 0.06380 0.04287 0.55502 89.38504 12.05033

450 500 8.71518 78.76345 912.46569 0.72546 0.09697 0.23113 0.60642 93.49545 12.06306

500 560 6.30044 85.06389 927.19236 0.91815 0.15595 2.08774 0.69256 98.52882 12.15694

560 KK 14.93611 100 −0.81176 991.03400 1.56466 0.57658 28.17862 0.83378 104.51967 12.07659

Crude oil 839.44619 0.42103 0.08603 2.45239 0.40832 71.65463 11.97996
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segment (15–200°C) yields the predicted value of 21.273%, then the predicted 
value of 26.659% increases 5.386% without considering intermolecular forces.

Through the establishment of benchmark oils (including specifying the na-
ture, certain fraction or fractions of crude oil, and the origin of crude oil), using 
crude oil rapid evaluation, molecular reconstruction, and the crude oil molecu-
lar information database (e.g., MAPS), we can conclude the best processing 
schemes, product schemes, and economic benefit calculations of new oil refin-
ing and mixing compared with the benchmark crude oil.

In addition, through the molecular information of the base crude oil, we can 
understand the molecular nature of the various oil blocks.

Combining this with the needs of each refinery equipment and the demand 
for peripheral products in the market forecast, allows us to maximize the value 
of rational transporting of crude oil. It also supports the procurement on the 
basis of molecular level group-level crude oil, crude oil resource allocation, 
optimization plan release, crude oil blending, multi-plant transmission and dis-
tribution and production management, which can also be used as a major aspect 
of the offline application of the crude oil molecular information database.

Fig. 9.7 is a comparison of the economic results of a company’s screening 
of crude oil and the use of several different processing schemes for users to 
determine the choice of crude oil and the formulation and implementation of 
processing schemes according to the situation.

Therefore, the use of MAPS can achieve agile optimization of crude oil 
selection and can easily achieve optimization schemes such as oil benefit rank-
ing and optimal crude oil combination. The specific implementation method 
varies, for example, according to the actual refinery equipment configuration, 
the maximum crude oil processing capacity, one or more base oil types (main 
crude oil), the number of processing units, and more. For each oil type to be 

FIGURE 9.7  Comparison of economic benefits under different processing schemes.
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tested and the ratio (or the proportion for the maximum processing capacity), 
we must compile the corresponding plan and sort the oil benefits. On the basis 
of the existing model, if the restriction on the number of crude oil varieties to be 
purchased is considered, and mixed integer programming is used to maximize 
profits, the optimal crude oil combination that meets the constraints is selected 
to achieve the optimal crude oil combination.

It should be pointed out that only MAPS can provide the possibility of agile 
optimization for enterprise crude oil selection optimization. Although many com-
panies often use PIMS and RPMS to optimize the selection of crude oil, there 
may be a limited amount of crude oil selected, or it may be due to habits and 
other reasons. Often, the range of choices does not necessarily meet the goal of 
maximizing benefits. For example, some companies are used to choosing heavier 
crude oil combinations, and some companies are used to choosing high-sulfur oil 
combinations. But in fact, due to changes in crude oil prices, processing costs, 
product prices, crude oil physical properties, device technical changes, product 
quality standards, etc., the habitual choice is incorrect. The optimal selection of 
crude oil procurement at this time should be based on the matching processing 
capacity, and the rationality of the equipment matching needs to be calibrated ac-
cording to the conversion ability of the main physical properties. MAPS provide 
very convenient technical means and possibilities for matching verification of 
crude oil and processing capacity, short-term evaluation of process flow capabil-
ity, etc., in order to truly realize the optimization of crude oil selection.

9.3.2  Scheduling optimization at the molecular level

With the help of the crude oil molecular information database, the optimization 
of production scheduling at the molecular level can be achieved. From the plan 
level, the relevant plan content including crude oil molecular information is 
obtained. At the scheduling level, through the core modules of crude oil blend-
ing principles and precise molecular reconciliation, output including crude oil 
scheduling information (mobile quantity information) and crude oil composi-
tion information (mobile molecules information) is generated. The operation 
plan is obtained through the simulation of the oil at the molecular level, and then 
the composition analysis of raw materials, intermediate products and product 
molecules, combined with the refining reaction rule library to automatically 
generate a reaction network to form the quantity and quality of other devices 
(molecules). The scheduling plan includes information, together with the pro-
duction information system, that can realize the optimization of the production 
scheduling at the molecular level.

The construction of MAPS also provides raw material information for the 
subsequent secondary processing device model, so that the molecular infor-
mation can be transferred from the crude oil end to the secondary processing 
device, and further to the product, to master the “journey” of each molecule in 
the refining production line. After the molecular information is transferred to 
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the product end, product-level blending such as product oil blending, lubricat-
ing oil blending, and asphalt blending can be performed based on the product 
molecular information. In the process of transferring molecular information, 
this molecular information is also the basis for establishing a molecular dynam-
ics model, and with the molecular dynamics model, the prediction of product 
distribution, that is, “quantity” and product properties, that is, “quality,” can be 
achieved. This transfer, and its essence is the “quantity” and “quality” of the 
visualization process, is the current popular “refining wisdom.”

Therefore, MAPS can achieve collaborative optimization of refinery pro-
duction planning and scheduling, can provide a more scientific and convenient 
tool for the preparation of various refinery production plans, and can improve 
the accuracy and operability of production planning. At the same time, it can 
also make the optimization and adjustment of production in an emergency more 
effective and more comprehensive and provide sufficient information support 
for the production management of the whole refinery.

9.3.3  Collaborative optimization of the entire industry chain

The full utilization of products and the maximization of product output benefits 
can be achieved by using the quick assessment of the base oil molecules, crude 
oil molecular reconstruction techniques, production systems such as advanced 
process control (APC) and real-time optimization (RTO) to manage the various 
production processes at the molecular level.

In the past, it was usually impossible to go from plan optimization to full-
process simulation. The main reason is mainly that software systems such as 
PIMS and RPMS that are currently used by refinery companies to optimize pro-
duction scheduling cannot do this. In essence, they are simplified models based 
on two-dimensional representations, while the whole process simulation is three-
dimensional or higher. In addition, the database structure in existing production 
planning optimization-scheduling software (PIMS, RPMS, etc.) is mostly based 
on the original design data. Due to technical progress, changes in crude oil re-
sources, technical modification of the device and catalyst, these database data 
are far from each other, and some even cause reverse benefits. In addition, these 
data are very rough and cannot meet the needs of agile and more accurate model 
calculations. That is to say, the past plan optimization system, whether in terms 
of process, algorithm or other, does not match the whole process simulation.

With MAPS, it can be directly matched with the whole process simulation. 
If you still want to use the original plan to optimize the production system, you 
can get the corresponding delta value from the MAPS physical properties and 
use the database model of the original optimization system through iterations. 
The convergence of this procedure results in an optimized production operation 
plan that can be actually executed.

The collaborative optimization of the entire industry chain also includes all as-
pects of production operation, management and control. For example, intelligent 
operations coordinate and integrate logistics, capital flow, and information flow 
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resources of the entire industrial chain from a global perspective to achieve cen-
tralized and unified management of people, finance, and materials to effectively 
reduce production costs, promote product competitiveness, and achieve full con-
trol, real-time feedback, dynamic coordination, and best benefits. Establishing 
corresponding models and evaluation indicators at the enterprise operation ex-
ecution layer, production operation layer, operation management layer, and de-
cision-making layer, requires integrated technology to open up the correspond-
ing business processes, provide accurate data for the models and indicators, and 
simulate and evaluate enterprise production operations in real-time performance, 
provide guidance and measures for enterprise improvement.

The use of desktop refineries and other technologies to formulate business 
development plans enables the refinery to adapt to the processing of crude oil 
with large changes in composition and properties, and can greatly change the 
product distribution to meet market demand or price changes in a cost-effective 
manner. Real-time tracking and analysis of the progress of production ensures 
that the production plan is completed on time and in volume. Rapid schedul-
ing of production plans to respond to emergencies ensures production safety, 
achieves daily plant-wide material balance, reduces material loss, and increas-
es the overall commodity rate. Analyzing water, electricity, gas, monitoring, 
analysis and optimization of wind and other public works reduces processing 
energy consumption. Accurately assessing and analyzing corporate bottlenecks 
in business operations and maximizing asset utilization ensures the acquisition 
or construction of assets with higher returns.

With the goal of reducing the operation and maintenance costs of the en-
terprise, through information forecasting methods, the maintenance plan and 
related resources are reasonably arranged to reduce maintenance costs and 
increase the availability of assets. Use key performance indicators (KPIs) as 
the basis for measuring the company’s operating status, carry out quantitative 
management of enterprise performance, and track and supervise financial and 
business-related indicators.

9.4  The application of big data in the oil refining process

9.4.1  Principle and methodology

In order to solve economic benefit and production safety in depth, policymak-
ers need to predict the future based on real data to make right production and 
management decisions, production layer needs to carry out the prediction and 
early warning of production safety in real-time. Refining enterprises need to 
improve enterprise core competitiveness by means of informatization in the ex-
isting good refinement management level.

Refineries are characterized by large scale, multiple processes, high in-
dustry concentration degree, complex management system, and so on. These 
characteristics result in huge production and operation data of structure, semi-
structure and non-structure. How to find the internal law and optimize the 
business process? Refineries ever integrated various independent application 
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information systems and built intelligent factories to break information island 
in the past, On the basis, how could refineries screen the value data, dig out the 
potential demand, and show the business trend globally now?

The solutions are data extraction, transformation, analysis, and modeling by 
using big data technology, from which the key data supporting production deci-
sions are extracted to realize the mining and prediction of relations.

The solutions of big data application include data management, analysis and 
prediction, and decision control. Data management is the systematic discovery 
of useful relationships in a large amount of data, that is, the achievement of the 
repeatability of empirical rules, that is, the acquisition of effective data from the 
raw data. Analysis and prediction is to establish and fit different models to study 
different relationships until useful information is found, which is used to analyze 
the causes and solve problems. For decision control, it is to find potential value, 
foresee some “bad future” that may happen and give suggestions, that is, to pre-
dict and provide solutions. In other words, it is to make predictions and sugges-
tions on process optimization, structural adjustment and exception handling for 
decision-makers and executors through abnormal warning and trend prediction.

Some algorithms are used in the application of big data, such as clustering, 
taxonomy, association and prediction, and so on. Among them, the clustering 
method is to divide the database into different groups, and the differences be-
tween groups are obvious, while the data between the same group should be as 
similar as possible. Unlike classification, it is not clear how the data will be di-
vided into groups or how they will be divided before aggregation. By analyzing 
the data in the sample database, classification is to make an accurate description 
for each category or establish an analysis model or dig out the classification 
rules, and then use the classification rules to classify the records in other databas-
es. Correlation is the search for correlations between different items that occur in 
the same event, such as the correlation between different items bought in a single 
purchase. The essence is to find strong association rules in the database; Predic-
tion is based on the time series data, from the historical and current data to pre-
dict the future data. Based on the preliminary neural network prediction model, 
retraining method was added to improve the accuracy of the model continuously.

9.4.2  A case study of CCR process unit

It showed how to explore the application of big data analysis technology by 
taking the continuous reforming unit CCR of a petrochemical enterprise as an 
example.

1.	 Correlation analysis

The refined management of petrochemical enterprises needs more and more 
collaborative management, and collaborative management will certainly bring 
a lot of demand for correlation analysis. This demand can be between different 
majors within the enterprise or between different enterprises. Correlation analy-
sis is an important branch of big data analysis, which can find the correlation 
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between variables in the chaotic data. Therefore, the correlation analysis algo-
rithm can be used to explore the potential factors beyond the traditional experi-
ence, and finally realize the potential synergies.

The specific research methods can be divided into data acquisition, data set-
ting and standardization, and correlation analysis. Data acquisition is actually 
the process of importing all historical data such as operational data, quality data, 
corrosion data, cost data, material balance data and energy data into the cloud 
platform (such as Aliyun). Therefore, it is important to develop the interface be-
tween the relevant system and the cloud to realize real-time data import. Setting 
and standardization of data is to align the raw data in chronological order, such 
as operation data, data quality, corrosion data, equipment operation data, cost 
data, material balance and energy consumption data, according to certain set-
ting alignment algorithm. And then the data are filtered, set, rejected abnormal 
values, and standardized to obtain qualified or valid data. Pearson correlation 
coefficient algorithm can be used to calculate the correlation coefficient matrix 
of each indicator, and to extract the variables strongly correlated with the key 
indicators to complete the correlation analysis, which include the positive cor-
relation variables and the negative correlation variables.

The Fig. 9.8 is a schematic diagram of the correlation analysis of pre-hy-
drogenation unit and renormalization unit including the positive correlation 
variables (red) and negative correlation variables (blue) contained in. Similar 
methods can be used to obtain the effects of operating conditions and raw mate-
rial properties on product yield and equipment operation, as well as other ef-
fects such as operating conditions, raw material properties and distillation outlet 
quality on equipment corrosion, production costs and environmental emissions.

2.	 Single indicator abnormal detection

Seven key indicators (such as octane number, energy consumption and aromat-
ic difference index, pure hydrogen yield and thermal efficiency, flue gas SOX 
emission, sewage COD and unit cost) related to superior assessment, environ-
mental protection and efficiency of continuous reforming unit are selected as 
the objects of anomaly detection. It involves several steps such as data setting 
and standardization, correlation analysis and characteristic selection, construc-
tion of prediction model and abnormal judgment of single index. Among them, 
characteristic selection refers to the extraction of variables with strong correla-
tion from seven key indicators after obtaining the correlation coefficient matrix.

For the establishment of prediction model, the operational variables that are 
strongly related to the prediction index are selected as the input of the SVM 
prediction model to establish the SVM prediction model and to realize the real-
time calculation of key indexes. For the abnormal judgment of a single indica-
tor, boxplot algorithm can be used to calculate the range of each indicator and 
calculate the abnormal limit of each indicator. If the value exceeds the limit, the 
indicator is judged to be abnormal. For example, for seven indicators of a cer-
tain enterprise’s reforming unit (unit cost, octane number, effluent wastewater 
COD value, the SO2 emissions, energy consumption and aromatic difference  
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FIGURE 9.8  (A) Results of pre-hydrotreating unit by using correlation analysis (B) Results of 
CCR unit by using correlation analysis.
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index, thermal efficiency of heating furnace and pure hydrogen production 
rate), the input and output of real-time data based on the SVM prediction model 
are shown with boxplot in the Fig. 9.9.

3.	 Abnormal detection of multidimensional data

In the production process, it is possible that the whole deviates from the normal 
range while all single indicators are normal Just like all indicators are normal 
in a certain human body examination, but the medical person in the state is 
sub-health. Therefore, it is necessary to carry out abnormal detection of multi-
dimension data.

Abnormal detection of multi-dimension data includes data setting and stan-
dardization, extraction of characteristic variables and dimensionality reduction 
processing, clustering analysis and abnormal prediction and warning. Data 
setting and standardization are to sort out the data set of seven indicates, to 
align them in chronological order, and then to standardize them to eliminate 
the influence of dimension and order of magnitude. In other words, the boxplot 
algorithm is used to judge the abnormal points of indexes for the index data. 
Characteristic variables and dimensionality reduction process can be extracted 
by principal component algorithm, so as to explain most variables with fewer 
variables and to achieve the goal of dimensionality reduction. During cluster 
analysis, the principal component is extracted as the data source of clustering, 
and k-mens algorithm is used for clustering to search for outliers. The method of 
abnormal prediction and warning is to calculate the Euclidean distance between 
each observed sample and its cluster center. Whether the sample is anomaly or 
not can be judged by the distance value, whose threshold is selected statistically 
based on historical data.

FIGURE 9.9  Box plots for determination of outliers of seven indicators.
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4.	 Single target parameter optimization analysis

In the operation sample library, the optimal value of the target and its correspond-
ing strongly correlated operation variables under the condition of a certain kind of 
raw material are searched, which can mine the best operating experience in history, 
such as mining the experience of experienced operators and solidifying it, and can 
be used complementary with optimized software such as RSIM. The parameters 
optimization can be achieved by using raw material clustering analysis, raw mate-
rial classification model, operating samples database. In the process of raw mate-
rials clustering analysis, the historical data of the nature of the reconstituted raw 
materials can be sorted out and reorganized. First, it goes through pretreatment and 
standardization, then principal component is used to reduce dimension, and finally 
K-means clustering is adopted to output the clustering result. Based on the cluster-
ing results of raw materials, the SVM model of raw materials classification was es-
tablished, and the classification effect of the model was evaluated, which can auto-
matically classify a new batch of raw material property data. For the optimization 
target strongly correlated variables, the category of raw material and its correspond-
ing strongly correlated operation parameters are imported into the operation sam-
ple library, which is used as the sample of parameter optimization. In the operation 
sample database, the optimal values of the target parameters under the conditions  
of different types of raw materials are searched, as well as the values of the cor-
responding strongly correlated operation variables. Furthermore, the operation pa-
rameters can be recommended based on the raw material quality and optimization 
objectives.

In the operation sample database, the query statement is used to search for 
the value of strongly correlated operation conditions when the target parameter 
is optimal under the condition of a certain kind of raw materials. For example, 
under the condition of e type raw materials, the optimal yield of pure hydrogen 
is 3.392%, and the corresponding value of strongly correlated operating param-
eters is taken.

5.	 Multi-objective parameter optimization analysis

According to the selected multiple optimization objectives and their optimiza-
tion directions, the optimal value of each objective under the condition of a 
certain kind of raw materials is determined, and the optimal value and the his-
torical actual value are used as the coordinates of the theoretical optimal point 
and the actual point in the multi-dimensional space respectively. The actual 
point closest to the theoretical optimum is selected as the optimization result. 
For this purpose, it is necessary to establish an operation sample library first, 
that is, a set of optimization variables, raw material categories and their corre-
sponding operation variables to form a multi-objective optimization operation 
sample library. The clustering analysis of raw materials should be completed to 
determine the corresponding raw material category every day. The raw mate-
rial category, all optimization variables and their strongly correlated operation 
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parameters are written into the operation sample library in units of days. The 
next step is how to determine the optimal theoretical advantage, that is, to se-
lect multiple optimization objectives and directions and establish the optimal 
value of each optimization objective under the conditions of each type of raw 
materials. That is to say, the optimal values of each optimization variable under 
the condition of a certain kind of raw material are searched in the operation 
sample library, and these values are taken as the coordinates of the theoreti-
cal optimum in the multi-dimensional space. Sorting out the sample points in 
different raw material categories, which are composed of the values of vari-
ables to be optimized as coordinates, and calculating the Euclidean distance 
between the optimized sample points in the multi-dimensional space under the 
condition of a certain type of raw material and the optimal theoretical advan-
tages. In order to recommend operation parameters according to the size of 
Euclidean distance, it is to search for the minimum value of Euclidean distance 
under the conditions of different types of raw materials and the value of the 
corresponding strongly correlated operation variables in the operation sample 
database, so as to achieve the recommended operation parameters based on the 
properties of raw materials and optimization objectives. The following tables 
(Tables 9.2–9.4) are the optimization sample, the optimal value of the target 
and the corresponding operating parameters under the condition of A class of 
recommended raw materials.

6.	 Unstructured data analysis

Based on the text mining and analysis of the scheduling shift log, and the cor-
relation of structural data such as the recovery rate of reformed gasoline, hy-
drogen production and aromatics content of reformed gasoline, it is possible 
to excavate the influence of crude oil types on the recovery rate of reformed 
gasoline and other technical and economic indicators which could guide the 
crude oil procurement.

The research methods include text feature analysis, transformation of un-
structured data into structured data, correlation of structured data and final cal-
culation and result display. For example, in the text feature analysis stage, the 
historical scheduling communication class log is exported to analyze the text 
features of the crude oil species and the processing amount of the atmospheric 
and decompression device, and determine the rules for extracting key infor-
mation. Then, according to the unit of days, according to the text characteris-
tics determined previously, the crude oil types and corresponding processing 
amount are extracted and stored in the database to complete the transformation 
of unstructured data. Continue to extract data such as gasoline yield, hydrogen 
production and aromatics content of reformed gasoline from MES and LIMS 
systems on a daily basis, and store them in the database after correlation with 
crude oil types to obtain relevant structured data. The weighted value of each 
crude oil corresponding to the gasoline yield and other indicators are calculated 
and listed from large to small, which could guide the purchase of crude oil.
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TABLE 9.2 The Euclidean distance is sorted from small to large, and the minimum distance sample is determined as the 
optimization sample.

Sample 
point

Feedstock 
type

Hydrogen  
yield, wt% LPG yield, wt%

Fuel gas  
consumption, kg/t Gasoline yield, wt% Euclidean distance, m

2 a 4.0362139 0.408051453 0.050288315 90.23035255 0.479166783

3 a 3.9697842 0.340080972 0.051629265 30.18622053 0.578984526

4 a 3.9121334 0.356683345 0.051493443 90.15026447 0.635410454

1 a 3.830809 0.311651179 0.050302572 90.46376459 0.647438127

6 a 4.1264003 0.503603403 0.054528679 89.81878764 0.70938834

7 a 4.0945915 0.57745754 0.052688831 89.76294647 0.769286569

5 a 3.9398124 0.494639028 0.048057041 89.8464045 0.783815043

8 a 4.1276415 0.50393138 0.05783485 89.70752919 0.810905065

9 a 4.4172044 0.530840676 0.056266014 88.80308645 1.657665121
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7.	 Prediction analysis based on the properties of raw materials

Based on the historical data, the prediction models of the properties of raw 
materials and the yield of gasoline, hydrogen production, dry point of gasoline, 
conversion rate of alkane and conversion rate of cycloalkane were established. 
After raw material property data being input, the value of the above five indica-
tors can be accurately predicted to guide production.

The research methods include data acquisition, model training, and model 
prediction. The data acquisition process is to import all historical data such as 
operation data, quality data, corrosion data, cost data, material balance data, 
and energy data into aliyun platform. The interface between the relevant system 
and aliyun is built to realize real-time data import. In the model training stage, 
the raw material quality data, and the forecast index data such as gasoline yield 
were derived from the raw data as the input and output of SVM model training. 
The model should be retrained every day to ensure the prediction accuracy. In 
the model prediction stage, the model should predict technical and economic 
indicators such as reforming gasoline yield, hydrogen production and conver-
sion rate after 31 major laboratory analysis data of reforming raw materials are 
imported.

Before the input of raw materials, the laboratory analysis data of raw materi-
als are input into the prediction model, and the model automatically calculates 
five technical and economic indexes of gasoline yield, hydrogen production, 
gasoline dry point, alkane conversion rate and cycloalkane conversion after the 

TABLE 9.3 The optimal value of the target parameter.

Hydrogen yield, wt% 4.0362139

LPG yield, wt% 0.408051453

Fuel gas consumption, kg/t 0.050288315

Gasoline yield, wt% 90.23035255

TABLE 9.4 Recommended operating parameter.

Naphtha flow regulation of heater exchanger E701, m3/min 175.0105814

Reforming reaction temperature, °C 525.1799787

Input pressure of the fourth reactor R704, MPa 0.36949156

Top temperature of stabilize T701, °C 58.26197232

Bottom pressure of stabilize T701, MPa 0.80265751

Output temperature of furnace F701, °C 527.4304937

Output temperature of furnace F704, °C 535.8905265



204    ﻿Machine Learning and Data Science in the Oil and Gas Industry

input of raw materials. Based on the forecast results, technicians can adjust 
the relevant operating parameters according to the production plan, such as the 
mixing amount of heavy naphtha. This can save valuable resources of heavy 
naphtha.

The above studies have been verified on industrial devices and obtained 
satisfactory results. In addition, there are new findings, such as the adjustable 
parameters ignored by enterprises after big data analysis. For this purpose, a 
one-month test was carried out with a special cycle of every two days, and the 
results were obtained.

There are usually three methods to verify the correlation between the gaso-
line yield and the operating parameters: (1) instantaneous value verification: 
the correlation between the instantaneous value of the gasoline yield and the 
instantaneous value of the verification variables can be seen. This method 
takes into account the time delay factor, because the gasoline yield cannot 
change immediately after the adjustment of operating parameters. Therefore, 
transient value validation can be used as a reference for validation results. (2) 
MES data validation: MES data validation is to verify the correlation between 
the gasoline yield calculated by dividing the gasoline output quantity within 
24 hours by the reformed feed quantity in the MES system and the mean value 
of the validation variables during this period. This method eliminates the ef-
fect of time delay and is relatively accurate in calculating the gasoline yield. 
(3) Process simulation verification: since it is impossible to independently 
adjust a certain variable in an industrial device and keep the properties of raw 
materials and other operating parameters unchanged, the process simulation 
method can be adopted to keep the properties of raw materials and other pa-
rameters unchanged, and only change the verification parameters to observe 
the change in the gasoline yield. According to the practice results, MES data 
validation can be selected to verify the adjustment results, and instantaneous 
value validation and process simulation validation can be used as auxiliary 
references. In addition, the key parameters affecting the gasoline yield should 
be ensured to be relatively stable as far as possible during the validation pro-
cess, so that the validation results can truly reflect the gasoline yield affected 
by the validation variables.

In practice, the operating parameters will not be adjusted greatly, and the 
potential content of aromatic hydrocarbons (aromatic potential) and heavy 
naphtha will vary greatly. Therefore, we should choose the samples for com-
parison in which aromatic potential and heavy naphtha refining capacity are  
similar.

Good practice in continuous reforming units has also been extended to oth-
er refinery units and chemical units, such as catalytic cracking and ethylene 
cracking. The knowledge from other fields, such as mechanism model, pattern 
recognition, system identification, are added to the analysis of data from mul-
tiple business areas, such as the influence of process fluctuations on the state of 
equipment and so on, so as to make the model gray box.
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9.5  Equipment management based on AI

Integrated application of Internet of things, deep learning, knowledge map, such 
as technology can be used to build distributed equipment health monitoring and 
early warning system, real-time online for early detection of equipment hidden 
danger, early warning, early treatment of providing effective means, which can 
guarantee equipment run healthy to make it stable for a long period of time, and 
to reduce unplanned downtime losses.

Predictive maintenance strategies are based on the combination of tradi-
tional condition monitoring enhanced with analytics algorithms that enable the 
prediction of machine failures before they occur. IoT and advances in analytics 
are widely adopted in market, which give the users a 25%–30% benefit.

9.5.1  Equipment hazard monitoring and warning

Extensive collection of field equipment operation data, the use of deep neural 
network autonomous learning equipment operating parameters, the formation 
of a deep learning-based equipment fault fuzzy prediction model, to realize the 
functions of shaft displacement, shaft fracture, shell cracking, power overload 
and other equipment failure of effective monitoring and early warning.

The introduction of early warning mechanism to equipment management is 
one of the effective means to avoid major accidents caused, so it can ensure safe 
production of the enterprises to a greater extent. The real-time evaluation of the 
running status of the equipment, can greatly reduce equipment operation cost of 
failure and unplanned downtime. Continuous dynamic tracking of device status 
lay the groundwork for predictive maintenance. The process requires efficient 
artificial intelligence algorithm and data fusion modeling technology.

The Fig. 9.10 is a schematic diagram of an industrial installation. Sensor 
data from different parts of the equipment is an important foundation and basis 
for judging the status of the equipment. However, the sensor data has the char-
acteristics of dynamic, mass, high concurrency, nonlinearity, strong noise, and 
heterogeneous source. Fig. 9.11 is an example of data from a sensor.

FIGURE 9.10  A schematic diagram of equipment composition.
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Although there are some methods of equipment condition monitoring, there are 
great limitations in the traditional methods. For example, most device monitoring 
methods rely on “alarm” mechanisms and lack response time; early warning is 
highly dependent on the responsibility and experience of the staff, easy to overlook; 
it is easy for “Window” monitoring model to ignore structural changes, and so on.

It can help to greatly reduce the cost of modeling and analysis of complex 
massive data and to realize early warning of abnormal status of monitored 
objects by using artificial intelligence, big data analysis and other technologies, 
which are especially suitable for the analysis, processing and utilization of dy-
namic, massive, high concurrency, nonlinear, strong noise and heterogeneous 
data generated by industrial equipment and processes. The data intelligence 
process can be illustrated by the Fig. 9.12.

For example, an enterprise successfully realized 3 minutes in advance of 
the detection of the generator set equipment fault warning, to avoid accidents. 

FIGURE 9.12  Data intelligence process diagram.

FIGURE 9.11  Data from a sensor (DEMO).
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The method is as follows: (1) collect all the equipment sensor parameters of the 
generator set according to the time series (more than 50,000 pieces of data in the 
three weeks before the equipment failure), and extract the state characteristics 
of the equipment operation efficiently by using AI technology; (2) model the 
device state characteristics and find out the regular distribution of the device 
running state; (3) monitor real-time device sensor data based on the model, so as 
to provide real-time early warning based on fault precursor features. Therefore, 
this method can evaluate the status of the equipment in real time and capture 
the fault symptoms. The Fig. 9.13 is a schematic diagram of the fault warning 
period and the actual fault point clearly displayed on the obtained distribution 
diagram of the operating state of the equipment.

9.5.2  Equipment fault recognition and diagnosis

The deep learning algorithm is used to construct the fuzzy diagnosis model li-
brary of all kinds of equipment faults, which provides a new method for the final 
judgment of equipment faults. The knowledge mapping technology is applied 
to realize the correlation mapping between equipment failure and expert experi-
ence, so as to provide auxiliary reference for the timely and accurate diagnosis 
and treatment of various equipment failure.

Through the efficient mining of historical data and the analysis of abnormal 
state, the technology can quickly locate the period of obvious abnormal state in 
the history of the equipment. For example, a company conducted AI technology 
data mining for 3.6 million pieces of historical data of a key pump in the past 
seven years, and located the abnormal state period in the pump’s history, includ-
ing process adjustment, failure symptoms, failure and shutdown, within 5 min-
utes. The method is as follows: (1) collect the historical data of the pump accord-
ing to the time series, and then use AI technology to extract the characteristics 
of the running state of the pump efficiently; (2) model the pump state character-
istics and find out the running state and regular distribution of the pump; and (3) 
locate and analyze the abnormal period and abnormal state characteristics of the 
pump in its operation history, as shown in the following Fig. 9.14.

FIGURE 9.13  Early warning of equipment failure.
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If there are some abnormal changes with the sensor values (in the initial stage 
of the abnormal period, there are usually obvious changes in some parameters), 
then based on the historical big data of the sensor, the operating state character-
istics of the device can be extracted efficiently with artificial intelligence tech-
nology, and the device can be conducted the abnormal state analysis. Normally, 
the initial abnormal changes of sensor parameters with will lead to abnormal 
changes in the values of other sensors, so it is possible to locate the fault source 
point through such abnormal analysis, so as to find out the cause of the fault. The 
following figure is a schematic diagram of the equipment fault diagnosis analysis 
of a compressor unit in a refinery enterprise. The above figure shows the param-
eters of one of the sensors in the compressor that have significantly changed dur-
ing the initial phase of the abnormal period. The figure below (Fig. 9.15) shows 

FIGURE 9.15  Parameter variation of compressor during abnormal state period.

FIGURE 9.14  Distribution of historical running state of a key pump.
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the abnormal changes of values of other sensors in the same time series caused 
by the change of sensor parameters in the figure above. Such abnormal changes 
in the value of one sensor lead to abnormal changes in the value of other sensors 
to locate the cause and source of the fault.

Therefore, the equipment running state diagnosis and fault cause analysis, 
focusing on the state characteristics before and at the time of the failure. It 
means to find out what are the signs before the failure, when did these signs oc-
cur, when the fault occurs, which sensor parameters should be found abnormal. 
By paying attention to and focusing on the abnormal features of the equipment 
and establishing the corresponding model, the early warning features of the 
equipment can be found through intelligent analysis methods and means, so as 
to prevent the occurrence of the problem.

9.5.3  Equipment health status, residual life prediction and other 
management

Usually, there are more than one or a variety of different principles of moni-
toring sensors to monitor monitoring in one (set) of equipment, such as tem-
perature, vibration, displacement, differential pressure, and so on. Even if the 
measurement of temperature, there may be a variety of measurement tech-
niques. For example, there are 12 sensors in a rotating device, and there are 
12 sequence diagrams of a local time period displayed on DCS, which makes 
it difficult for operators and engineers to be clear. Therefore, by using AI 
technology to find out the characteristic distribution of the running state, it is 
possible to display images of 12 sensors in a single screen, and to full grasp 
the long-term state evolution of a device. Fig. 9.16 shows a schematic diagram 
of this process.

FIGURE 9.16  The long-term state evolution of a device.
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As mentioned earlier, the use of big data of equipment sensor and artifi-
cial intelligence technology can extract equipment running state characteris-
tics. Then it is possible to automatically, multi-angle analyze the state of the 
equipment characteristics, to calculate the relative health of equipment opera-
tion stage, to achieve the change trend of equipment health index, to provides 
the basis for the preventive maintenance for equipment maintenance. The figure 
is the analysis result of the operation stability trend of a certain unit. Within 20 
minutes, the indication that the stability of the equipment is still deteriorating 
after maintenance is obtained, shown in Fig. 9.17.

The fuzzy evaluation model of corrosion failure is established by support 
vector machine, artificial neural network and other technologies through learn-
ing process data and testing data independently, so as to predict the corrosion 
rate and residual life of the equipment, to provide decision basis for the enter-
prise’s corrosion protection plan and avoid safety accidents caused by corrosion.
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Chapter 10

Soft Sensors for NOx Emissions

Patrick Bangert
Artificial Intelligence Team, Samsung SDSA, San Jose, CA, United States; algorithmica 
technologies GmbH, Küchlerstrasse 7, Bad Nauheim, Germany

10.1  Introduction to soft sensing

A sensor is a physical device that measures a quantity due to a physical reac-
tion to a change in the environment of the device. For example, a temperature 
sensor usually consists of a material called a thermistor that changes its electri-
cal resistance in response to changes in temperature. The electrical resistance 
is measured using ohmmeter. During the calibration phase, a researcher would 
establish a conversion formula that can convert ohmmeter readings into tem-
perature readings. This formula is usually a simple relationship, but it is instruc-
tive to note that even simple and regular sensor require a model to convert the 
physical effect of note (here the resistance) to the effect being measured (here 
the temperature).

A soft sensor is a formula that converts various inputs from simple sen-
sors and combines them to mimic the output of a more complex sensor. In this 
chapter, we will discuss a sensor for the nitrogen oxides (NOx) emissions of 
a co-generation power plant. Directly measuring the NOx is possible but the 
sensor is expensive and fragile. If it were possible, which it is, to substitute it 
with a formula that is based on a set of much cheaper and robust sensors (such 
as temperatures, pressures, flow rates, and so on), then we would have several 
benefits from this:

1.	 The value from the soft sensor is cheaper both initially and over the lifetime 
of the plant as no device needs to be purchased or maintained.

2.	 It is always available as the soft sensor will never fail or need to be removed 
for recalibration.

3.	 It is available in real-time as it is just a calculation and we do not have to 
wait for some physical reaction to take place.

4.	 It is scalable over many assets or locations without investment or difficulty.

It makes sense to substitute expensive and fragile sensors with soft sensors. 
Many plants must rely on laboratories to perform certain measurements that are 



212    ﻿Machine Learning and Data Science in the Oil and Gas Industry

too difficult to perform in the stream of the plant. This necessitates the taking of 
a sample that is usually done by a person. The sample is taken to the laboratory 
that measures the value in question. The values are usually made available by 
manually typing the value into a spreadsheet, which becomes available several 
hours after the sample was originally taken. In this way, we can expect to re-
ceive one or two values per day, at most. This process is expensive, slow and 
error prone. A soft sensor can eradicate the cumbersome nature of this process 
and make a continuous value available to the plant. In turn, this value then can 
be used in advanced process control applications that can improve the workings 
of the plant. Therefore, a soft sensor can directly contribute to the bottom line 
of a plant by enabling hitherto impossible control strategies.

Measuring pollutants like NOx and SOx, gas chromatography in chemical 
applications, or multiphase flow in upstream oil and gas applications are some 
examples where this has been successfully done on an industrial scale.

The idea of a soft sensor is the same as the idea of the thermistor temperature 
sensor. We are measuring something simple such as the electrical resistance 
that we then convert computationally into what we really want to know such 
as the temperature. The only two differences are that we now have multiple 
simple quantities that flow into the computation and, usually, a non-linear rela-
tionship between these quantities to get to the final output. These form our dual 
challenge.

First, we must collect as much domain knowledge about the system as we 
can to determine the fundamental question: Which simple measurements do 
we need in order to be able to compute the quantity of interest? If we leave out 
something important, the quality of the model may be poor. If we include some-
thing that is not connected to the output, then this may disturb the calculation.

This idea is subtle and so let us look at an everyday example of this. The sale 
of ice cream is correlated to the number of drownings in swimming pools. While 
this is true, the relationship is obviously not causal. It is the higher ambient 
temperature that results in higher ice cream sales and more pools visits, which 
in turn increase the drownings. It would be better to predict the ice cream sales 
using temperature and not the number of drownings. This is obvious to a human 
being who knows what is going on—the domain expert—and not at all obvious 
to an automated computer analysis method that just looks at correlations.

Second, we must establish the non-linear relationship between all the vari-
ables to get the best formula to calculate our desired output. This is the realm 
of machine learning.

10.2  NOx and SOx emissions

NOx is an umbrella term combining several different nitrogen oxides. Most 
notably among them are nitric oxide (NO) and nitrogen dioxide (NO2). These 
gases contribute to smog, acid rain, and have various detrimental health effects. 
The term also includes nitrous oxide (N2O), which is a major greenhouse gas.
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SOx is an umbrella term combining several different sulfur oxides. Most 
notably among these are sulfur dioxide (SO2), which is a toxic gas, and sulfur 
trioxide (SO3), which is the main component of acid rain. The combination of 
NO2 with SOx will form sulfuric acid, which is harmful.

VOC is an umbrella term for volatile organic compounds, which are a vari-
ety of chemicals that have detrimental health effects.

The combustion of fossil fuels produces all these gases. They must be re-
moved by so-called scrubbers, which spray a reactant into a chamber with the 
gas that reacts with the unwanted chemicals and converts them into a chemical 
that is harmless and can be captured. For example, SO2 is converted by lime-
stone into gypsum, which is a material used by the construction and agricultural 
industries. While most of the produced pollutants is captured, some amount 
is released into the atmosphere causing several unwanted effects such as the 
greenhouse effect. How much of each gas is released is the question at hand.

The recognition that these gasses are harmful has led to governmental regu-
lations capping the amount that may be released. In the case of another green-
house gas, CO2, it has even led to the creation of a carbon credit economy 
where permissions to release the gas are traded on the financial markets. There 
is significant interest on the part of the general public, governments and regula-
tors to keep the released gasses to a minimum. The amount of these gasses that 
are produced by combusting a specific amount of the fossil fuel is determined 
by the fuel itself—even though it varies significantly depending on where the 
fossil fuel was mined—the critical element in this effort is the scrubber system. 
Knowing exactly how much is being released and knowing it in real-time al-
lows advanced process control in order to properly operate the scrubber and 
therefore minimize the emitted gasses.

The regulators require the emission to be determined with accompanying 
documentation to make sure that permitted limits are adhered to (California En-
ergy Commission, 2015). The standard method of doing this is to measure these 
gases with a sensor array and to record the values in a data historian.

Three problems are encountered in practice with this approach. First, the 
sensor array is usually quite expensive running into several hundred thousand 
dollars for each installation. Second, the sensor array is fragile especially in the 
harsh environments typical of the oil and gas industry, which in turn leads to 
significant maintenance costs and monitoring efforts that distract from the pro-
cess equipment. Third, whenever the sensor array does not provide values—due 
to a failure or temporary problem—the regulator may conclude that permitted 
limits have just been exceeded and charge a fine. Fines are costly but may even 
lead to limits being reduced or public perception being affected.

If the released amounts could be calculated from process measurements, 
rather than measured directly, then this would solve all the above problems. A 
calculation is cheap, robust, and does not break down.

Due to all these factors, the soft sensing of emissions is directly tied to the 
minimization of emissions and the adherence to regulations.
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10.3  Combined heat and power (CHP)

In our application, we consider the process of a combined heat and power 
(CHP) generation station, also known as cogeneration. This type of power plant 
uses a heat engine, such as a gas turbine, to generate both electricity and heat. 
The combustion of fossil fuels produces high-temperature gas that drives the 
turbine to produce electricity and the low-temperature waste heat is then pro-
vided as the heat output, often in the form of steam.

In applications where both electricity and heat are needed, cogeneration is 
significantly more efficient (about 90%) than generating electricity and heat 
separately (about 55%). As such, this is a more environmentally friendly way 
to generate power.

See Fig. 10.1 for an overview of the cogeneration setup. In the beginning, air 
is mixed with natural gas to be combusted in a gas turbine. The hot gas causes 
the turbine to rotate that rotates the generator that makes electricity. The ex-
haust gas is treated in the heat recovery steam generator (HRSG). This uses the 
hot gas to heat water in order to generate high-pressure and high-temperature 
steam. The steam is passed through a steam turbine connected to a second gen-
erator that produces further electricity that would have been lost if we had not 
recovered it. The remaining steam at this point can be extracted to provide heat 
to some application. The rest is cooled and can be recycled in the steam cycle.

As a last step, just before the stack, the flue gas is scrubbed in a scrubber, 
see Fig. 10.2. The flue gas enters at the bottom and the scrubbing liquid (e.g., 
pulverized limestone in water) enters at the top and flows down through various 
levels. The levels provide the gas multiple opportunities to react with the liquid 
before it exits at the top. Such scrubbers generally remove about 95% of the pol-
lutants in the gas. For extra purity, a second scrubber can be added.

FIGURE 10.1  The general setup of a cogeneration plant.
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10.4  Soft sensing and machine learning

A soft sensor is a formula that calculates a quantity, y say, from measured quan-
tities, say, so that the quantity of interest does not have to be measured. This 
formula can take any form. In many cases, we have an explicit formula that is 
known from physics or chemistry. In some cases, however, we do not have a 
known formula and so the formula must be determined empirically from avail-
able data.

Determining a formula from data is the purpose of machine learning (Good-
fellow, Bengio, & Courville, 2016). Usually the function takes one of a few stan-
dard forms such as a linear regression (Hastie, Tibshirani, & Friedman, 2016), 
feed-forward neural network (Hagan, Demuth, & Beale, 2002), recurrent neural 
network (Yu, Si, Hu, & Zhang, 2019), random forest (Parmar, Katariya, & Pa-
tel, 2018), and others (Bangert, 2012). The choice of the form is made by the 
data scientist and machine learning determines the parameters that make the 

FIGURE 10.2  Schematic of a flue gas scrubber.
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chosen form fit best to the data. Having gotten the best parameters, we can try 
the formula on some more empirical data to see how it performs. If the accuracy 
of the formula on this new data is better than the required threshold, then the 
soft sensor is finished. In this sense, machine learning a soft sensor is compa-
rable to calibrating a physical sensor.

As the physical sensor is the standard, we must compare any soft sensor to 
it on the same principles that a physical sensor is deemed fit for its purpose. 
This is calibration. According to the International Bureau of Weights and 
Measures (BIPM), calibration is an “operation that, under specified conditions, 
in a first step, establishes a relation between the quantity values with mea-
surement uncertainties provided by measurement standards and correspond-
ing indications with associated measurement uncertainties (of the calibrated 
instrument or secondary standard) and, in a second step, uses this information 
to establish a relation for obtaining a measurement result from an indication.” 
(JCGM, 2008)

In this sense, calibration is the process of comparing the output of the sen-
sor in question to some standard. If the deviation between the two is less than 
a certain amount, then calibration is successful. The deviation must always be 
seen as relative to the measurement uncertainty of both the sensor in question 
as well as the standard to which it is being compared. The usual assessments of 
machine learning with its root-mean-square-errors and distribution of residuals 
is exactly this kind of assessment.

There are various standards around the world that require sensors to be cali-
brated, and re-calibrated at regular intervals. These are, for example, ISO-9001, 
ISO 17025, ANSI/NCSL Z540, and MIL-STD-45662A. However, these stan-
dards do not define the precise requirement that the sensor has to satisfy in order 
to be deemed calibrated.

Whether a sensor is calibrated or not is usually decided based on the maxi-
mum deviation between the sensor in question and the standard as compared to 
the measurement uncertainty of the sensor in question. If the deviation is always 
less than ¼ of the measurement uncertainty, the sensor is considered calibrated. 
This ratio of ¼ is, of course, a somewhat arbitrary choice that emerged his-
torically due to the practices of the military of the United States (Jabloński and 
Březina, 2012; Department of Defense, 1984). Since this is an emergent prac-
tice and not a legally defined requirement, it is often up to the regulator to define 
this ratio and it can be larger, such as ½. The other variable is the measurement 
uncertainty. If the sensor in question is outfitted with an appropriately large 
uncertainty, it will always meet these criteria. So, the question is not whether a 
sensor is calibrated or not but rather (1) at what ratio and (2) with what uncer-
tainty the sensor is calibrated.

In conclusion, if we have a good model in the sense of machine learning, it 
is ipso facto a calibrated model. Providing this assessment and documentation 
to a regulator will allow them to accept a soft sensor in lieu of a physical sensor 
relative to the same standards.
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10.5  Setting up a soft sensor

To begin with, all available empirical data is examined by domain experts to 
extract those sensors that have the most relevant information content to produce 
NOx or SOx. It is important to present all the information that we have and not 
to present any distracting data that may only serve to distract the model. Ma-
chine learning is fundamentally unable to differentiate between correlation and 
causation, which makes the initial selection of sensors vital to the success and 
this is best performed by an experienced expert (Guyon and Elisseeff, 2003).

The full dataset is now split into a training dataset that will be used to make 
the model and a testing dataset that will be used to assess the goodness-of-fit of 
the model. It is typical to randomly select 75% of the data for training and the 
rest for testing.

Two basic problems plague machine learning and they are underfitting and 
overfitting (Bishop, 2006). Underfitting results from having so few parameters, 
that the model cannot possibly represent the phenomenon. Overfitting results 
from having so many parameters, that the model can memorize the data with-
out learning the underlying dynamics. Clearly, both possibilities will produce 
a poor model in the sense that a novel datapoint will obtain an unsatisfactory 
computational result. To avoid both, we must find a medium number of pa-
rameters and this is usually problem dependent. A very rough rule of thumb 
is to obtain at least 10 data points for every one parameter in the model. This 
is a rough rule as the information content is not proportional to the number of 
points in a dataset; for instance, if a point is duplicated, then a point has been 
added but no new information was added. A solution typically recommended in 
machine learning textbooks—getting more data—is often infeasible especially 
in an industrial context where data acquisition entails costs of money and time. 
The available data therefore puts an a priori limit on the possible complexity 
of the model.

In order to reduce the necessary parameter-count in the model while keeping 
the information content in the dataset the same, we usually employ a dimen-
sionality reduction method. Such a method takes the dataset and projects it into 
a space with fewer dimensions without merely deleting any dimensions. There 
are many such methods but the most popular is principal component analysis 
(Guyon and Elisseeff, 2003).

For the cogeneration plant that we are dealing with here, the following vari-
ables were selected as suitable inputs to a soft sensor:

1.	 Heat recovery steam generator (HRSG)
a.	 Burner: temperatures, fuel pressure, flame strengths
b.	 Feedwater temperature rise (FWTR): temperature, pressure, flowrate
c.	 Control valves: opening
d.	 Ammonia: leak detector
e.	 General: inlet temperature, tube skin temperatures, steam pressure, flow-

rates, turbine exhaust heat rate, position feedback, heat rate, differential 
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pressure across selective catalyst reduction (SCR), heat recovery, water 
flowrate, fuel flowrate, quality trim factor, consumed heat water

2.	 Gas turbine
a.	 General: fuel pressures, fuel volume rates, fuel heat rates, ammonia mass 

injection
b.	 Engine: thermocouple, variable frequency drive frequency, compensator 

temperature
3.	 Weather

a.	 General: wind direction, rain rate, air pressure, humidity
As some of these variables are available multiple times, we had 31 variables 

available that are the vector. They are sampled once every 10 min. The NOx 
and SOx output as measured by the sensor array is also provided and that is the 
known y that we are going to use to train our soft sensor using machine learning. 
We perform principal component analysis to reduce the dimensionality from 
31 to 26. This retains 99% of the variance of the original dataset. A deep feed-
forward neural network is trained on data from one year.

In order to demonstrate the model capability for diversity, we choose to 
model the NOx concentration in parts per million and the SOx flowrate in 
pounds per hour.

10.6  Assessing the model

In training the model, we split the data into three parts. The training data is used 
to adjust the model parameters so that the model is as close to these training data 
as possible. The testing data is used to evaluate when this training is making no 
more significant progress and can be considered finished. The validation is not 
used for training at all. The finished model is executed on the validation data so 
that we can judge how well the model performs on data it has never seen before. 
This is the true test of how well the model performs. This would be the basis for 
any calibration documentation provided to a regulator.

We thus compare the computed result of the model with the known result of 
the measurement, y, using all three datasets. For every datapoint , we compute 
the residual . If the residual is very close to zero, the model is doing well and if 
it is far away from zero, the model is doing poorly. In order to study many data-
points it is helpful to plot the probability distribution of residuals, see Fig. 10.3.

This distribution is arrived at by counting how often a particular residual 
occurs over a large dataset. We then plot the residual on the horizontal axis and 
the frequency of occurrence on the vertical axis. Where the curve is highest is 
then the most often occurring residual.

We expect that this distribution is a bell-shaped curve, centered on zero, 
symmetrical about zero, exponentially decaying to either side, and having a 
small width. What makes the width “small” depends on the use case. Some 
uses need a more accurate model than others and this is the most important 
success criterion to be set for the model. It is usually unrealistic to expect this 
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distribution to be normal as the normal distribution usually decays faster in its 
tails than the distributions we encounter in practice. This is due to a variety of 
factors some of which are artefacts of empirical data analysis such as a limited 
number of datapoints. Other factors are due to the measurement process itself, 
i.e. there are causal factors that are not measured and cannot be included in the 
dataset at all (Tsai, Cai, & Wu, 1998).

Loosely speaking, the standard deviation of the residual distribution is the 
accuracy we can expect of the model and it is the final conclusion to be pre-
sented upon calibration.

In our case, the distribution for the residuals for training, testing, and valida-
tion adhere to these principles. We see that the residuals are larger for testing 
and validation than for training. This behavior is to be expected as a model usu-
ally performs better on data that was used to make the model. This is probably 
also due to the system slightly changing its behavior over time, that is, aging. 
There are two factors to the aging process in industrial applications. First, there 
is genuine mechanical degradation over time of all manner of physical com-
ponents of the system. Second, there is sensor drift that changes the numerical 
values recorded for any sensor. It is due to sensor drift that sensors occasionally 
need re-calibration.

FIGURE 10.3  The probability distribution of residuals of NOx and SOx for training data, 
testing data, and validation data. All three distributions are bell-shaped curves centered on zero 
and so are what we expect to see.
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In addition to checking the plot of residuals, we may plot the measured 
against the modeled value directly, see Fig. 10.4. Here, we can see that the data 
points are distributed closely around the ideal straight line where the computa-
tion would equal the measurement.

Finally, we may plot a timeline of the measurement and the computation 
to assess the true values against each other over time, see Fig. 10.5. This is the 
output that an operator would see.

In assessing these figures, we must keep in mind that no sensor is precise 
in its measurement. Every measurement is uncertain to some degree and has an 
inherent uncertainty. The inherent uncertainty is best assessed by the standard 
deviation of the variable. In our case, this is 2.43 ppmc for NOx and 0.02 lb/h 
for SOx. Comparing this to the standard deviation of 0.75 ppmc for NOx and 
0.01 lb/h for SOx in the results of the physical measurement, we may conclude 
that the soft sensor is roughly as accurate as the physical sensor array.

10.7  Conclusion

We find that the model for NOx and SOx is comparable in accuracy to the 
physical measurement. This makes the models suitable for use in real CHP 
plants instead of the physical sensor array. This use saves significant cost in 

FIGURE 10.4  The computed value plotted against the measured value for NOx and SOx. 
Ideally, this data would form a straight line, displayed in black for reference.
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the acquisition and maintenance of the sensors as well as in the fines associated 
with sensor malfunction and failure.

As the models were made using machine learning based on empirical data, 
they did not consume much human time and effort. However, they benefitted 
significantly from human expertise mainly due to the careful selection of input 
data. Since the models include the important human expertise and that they 
were carefully examined against measurement data, we can conclude that the 
model output is reliable.
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Chapter 11

Detecting Electric Submersible 
Pump Failures

Long Peng, Guoqing Han, Arnold Landjobo Pagou and Jin Shu
China University of Petroleum, Beijing, China

11.1  Introduction

Electric Submersible Pumps are currently widely employed to help enhance 
the production for nonlinear flowing well with high production, high water cut, 
and offshore oil wells due to its simple structure and high efficiency (Ratcliff, 
Gomez, Cetkovic, & Madogwe, 2013). Among all the oil artificial lift systems, 
ESP is preferred because it can produce high volumes in higher temperatures 
and reach deeper depths. However, it is often observed that the ESP system 
reaches the point of service interruption. The breakage of the pump shaft is a 
severe issue for the operating company as it generates an estimated loss of hun-
dreds of millions of oil barrels. Should the pump shaft break, the motor current 
would drop suddenly, and the production would be interrupted. The reason of 
the pump shaft breakage is bad pump assembly or pump aging.

The development of sensors and data acquisition systems make it possible 
for ESP systems to continuously record the intake pressure, intake temperature, 
pump head, discharge pressure, discharge temperature, motor temperature, mo-
tor current, leakage current, vibration and so on. Those data would be recorded 
at regular intervals and transmitted to surface Remote Terminal Units (RTUs) 
(Bates et al., 2004). For those broken shaft wells, statistics, or machine learning 
algorithms can be used for failure analysis and health monitoring.

The objective of this paper is to evaluate principal component analysis 
(PCA) as a monitoring tool to forecast the breakage of the ESP shaft.

11.2  ESP data analytics

ESP operation system has developed over the years and is considered as an 
effective means to lift crude oil under wellbore conditions. There is increased 
attention on ESP systems due to the fast development of ESP sensors in the oil 
industry. The ESP sensors gather a vast amount of data, including dynamic data, 
static data, and historical data (Abdelaziz, Lastra, & Xiao, 2017), as shown in 
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Fig. 11.1. In the past few years, wells using ESP technology have been tracked 
by physical well site visits, which require enormous human resources to make 
necessary adjustments to the well operating system. The oil and gas industry 
has begun applicating data analytic to improve production efficiency (Stone 
et al., 2007; Takacs, 2017) proposed the ammeter charts as the primary diagnos-
tic method to monitor ESP performance.

Furthermore, the emergence of the Supervisory Control and Data Acquisi-
tion (SCADA) system has provided convenience for field personnel to monitor 
and control the ESP well behavior (Ratcliff et al., 2013). The SCADA system 
can achieve the full realization of continuously recording ESP production data 
in real-time.

In recent years, “Big Data” collected on ESP sensors is framing the key 
point of how to extract the most essential information to evaluate the ESP op-
erating system. Data-driven models coupled with machine learning, have been 
used to judge and optimize well production. Bravo, Rodriguez, Saputelli, & 
Rivas Echevarria (2014) described data analytic as an integral process of col-
lecting and analyzing big data.

Pump shaft fracture is a common fault in the ESP operating system. Based 
on operation data acquired by ESP ground and downhole sensors, data-driven 
model analytics will play an important role in monitoring the breakage of the 
pump shaft. There is a need to evolve from a supervised method toward fault 
diagnosis to an approach according to data-driven models for predictive mainte-
nance. PCA is widely considered as a pre-processing method for dimensionality 
reduction, eigenvalue extraction and data visualization (Abdelaziz et al., 2017). 

FIGURE 11.1  ESP data are available.
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PCA can be used as an unsupervised machine learning technique to analyze the 
reason of the pump shaft breakage.

11.3  Principal Component Analysis

Jackson (2005) defines PCA as an unsupervised dimensionality reduction 
means, which transfers data linearly and creates a new set of parameters called 
“principal component”. What is known to us is that ESP data are generally high-
ly correlated; i.e. an increase of the wellhead pressure will lead to an increase of 
intake and discharge pressure, which will finally cause an increase of the motor 
temperature. PCA makes use of the interdependence of original data to build 
a PCA model. This results in the reduction of the production parameters’ di-
mension by taking advantage of the linear combinations and by creating a new 
Principal Component space (PCs). This PCs can evaluate the ESP system only 
by several principal components, making the process much easier.

For those wells with pump shaft fracture, a PCA model can be established 
to analyze a few months of production data before the pump breaks. Once the 
robust PCA model is built, the cause of the breakage of the pump shaft will be 
monitored and diagnosed. The basic PCA model can be represented as follows:

= +X TP ET	 (11.1)

where X  is the input matrix ( ×n p ); it represents original parameters; P  is the 
loading matrix ( ×p k ); it represents the contribution of original parameters; 
T  is the score matrix ( ×n k ); it represents the relationship between original 
parameters; E  is the residual matrix ( ×n p); it represents the uncaptured vari-
ance; n  is the number of time steps (Gupta, Saputelli, & Nikolaou, 2016); p is 
the number of original parameters; k  is the number of principal components.

The first principal component contains the highest variance, implying that 
the first principal component contains the most information. The second prin-
cipal component will capture the next highest variance, which has already 
removed the information of the first principal component. By this means, the 
third, fourth, …, k th principal component can be constructed to evaluate the 
original system. Fig. 11.2 summarizes the comments above.

As is often the case, the PCA model finds k  principal component to con-
struct the PCs, which retains most of the information that belongs to the initial 
system. The kth principal component is denoted in the following equation tak-
ing PC1 as an example.
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When working with two dimensions, Ionita and Schiopu (2010) depicted 
this case using Fig. 11.3. PCA is used to find patterns in high-dimensional data 
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and to transform the stable region data, which is usually characterized as a tight 
cluster or cloud data sets. In this way, anomalies in the ESP operation system 
will be detected by establishing a PCA model with a normal production dataset. 
The first two PCs have the highest variance, explaining most of the information 
in the original parameters visualized only by the first two PCs.

FIGURE 11.3  The geometric meaning of PCA with two dimensions.

FIGURE 11.2  The architecture of PCA.
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11.4  PCA diagnostic model

PCA diagnostic model is applied to identify the cause and the time of pump 
shaft fracture. The Hotelling Tsquare statistic ( T 2) and Squared Predic-
tion Error (SPE) are used to numerically visualize scalar statistics (Yue and 
Qin, 2001). T 2 is a univariate statistic that plays an important role in mul-
tivariate hypothesis testing, SPE is frequently used in multivariate statisti-
cal process control. T 2 and SPE are applied to analyzing whether the deci-
sion variable is satisfactory with the requirement of stable running. With this 
method, the contribution of each decision variable towards failure can be 
determined. The failure issue will ultimately be diagnosed due to the ranking 
of the contribution of each of the decision variables. The potential anomalies 
are related to the correlative higher ranking or highest decision variables.

Yue and Qin (2001) described T 2  and SPE at time step as follows:

δ( ) ( ) ( )= Λ = Λ ≤
− −T P x t x t P x tT T

T
2

1
2 2 1 2	 (11.3)

δ( ) ( ) ( )= − = ≤SPE I PP x t P x tT
e
T

SPE
2 2 2 2	 (11.4)

where ( )x t  is the tth timestep of the input matrix; Λ−1  is the inverse of the 
covariance matrix (Westerhuis, Gurden, & Smilde, 2000); P is the eigenvec-
tors of the covariance matrix; Pe is the residual loading matrix; I  is the identity 
matrix;

δ ( )( )
( ) ( )=

− +
−

−α
N N k

N N k
F k N K

1 1
,T

2	 (11.5)

δ θ
θ

θ
θ

θ
( )= + +

−









αC h h h2
1

1
SPE

h
2

1
0 2

1

2 0 0

1
2

1

0
	 (11.6)

where δT
2  and δSPE

2  donate the confidence limits for T 2  and SPE. T 2  follows 
an F-distribution, the F-distribution is a right-skewed distribution for studying 
population variances. Where α  represents the boundary that the Cumulative 
Distribution Function of the possible distribution is 0.99. Once it exceeds the 
control limit δT

2 , T 2  is regarded as a potential anomaly. According to Jackson 
and Mudholkar (1979), SPE follows a Gaussian distribution, Gaussian distribu-
tion is symmetric about the mean, showing that data near the mean are more 
frequent in occurrence than data far from the mean. Where αC  represents the 
boundary and α  is equal to 0.99. SPE is considered abnormal when it exceeds 
the control limit δSPE

2 .
Cho, Lee, Choi, Lee, & Lee (2005) proposed the following equation defin-

ing the contribution of each decision variable P  based on T 2  and SPE
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where ξi  represents the i  column of identity matrix I . The higher the contribu-
tion of each decision variable, the greater the possibility of potential anoma-
lies.

11.5  Case study: diagnosis of the ESP broken shaft

11.5.1  Selection of the ESP broken shaft variables

Production data of ten ESP wells with broken shaft are recorded at a frequency 
of 20 minutes by ESP downhole and ground sensors. The ESP downhole and 
ground sensors start to collect the production data since ten ESP wells are put 
into production and come to an end when the breakage of the pump shaft oc-
curs in these wells. These ESP broken shaft wells, including E52ST1, C06ST1, 
B50ST2, E20ST2, A11ST1, B03ST1, B48ST1, E21ST1, E47ST1, and E42ST1 
are from the Penglai block of Bohai Oilfield in China. Two different types of 
datasets are collected. They include:

•	 Data records containing input variable parameters of casing choke, casing 
line pressure, casing pressure, casing gas rate, ESP intake pressure, ESP 
discharge pressure, flowline pressure, flowline temperature, intake tempera-
ture, motor current, motor leak current, motor power, motor temperature, 
motor torque current, motor vibration, motor voltage, tubing choke, and 
VFD frequency.

•	 Data records containing information on the time when the breakage of the 
pump shaft occurs in each well.

11.5.2  Score of principle components

A PCA model is constructed based on the input variables obtained. Different 
principal components are ranked according to the decreasing order of variance 
captured. Taking well E52ST1, for example, it is observed that eight principal 
components capture more than 99% of the variance of the original input param-
eters, as shown in Fig. 11.4.

The first two principal components have the highest variance and capture 
probably 70% variance in the original data. A two-dimensional plot of scores 
of Principal Component 1 and Principal Component 2 is used to observe dif-
ferent clusters during the stable, unstable or failure periods. The ESP operates 
normally, and all the input variable parameters are in normal working range 
during the stable periods. When it comes to the unstable periods, some of the 
input variable parameters are obviously abnormal, but the ESP is still operating. 

contiT2=xTPTΛ−1PξiξiTx,i=1,⋯,m

contiSPE=ξiTI−PPTx2,i=1,⋯,m

ξi

i

I
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Furthermore, the breakage of the pump shaft occurs, and the ESP breaks down 
during the failure periods.

Fig. 11.5 represents the score plot of Principal Component 1 and Principal 
Component 2 of the historical data from well E52ST1 with pump shaft fracture. 
During this time frame, as the time step increases, the result clearly shows three 
different clusters for the stable region, unstable region and failure region. In the 
beginning, the ESP is put into production. It is observed that the normal operat-
ing input variable parameters form a stable region cluster. After working long 

FIGURE 11.4  The captured variance of well E52ST1 by Principal Components.

FIGURE 11.5  Well E52ST1 scores plot of Principal Component 1 and Principal Component 2.
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hours, some of the input variable parameters start to deviate from the normal 
working range, but the ESP is still operating. When this abnormal behavior 
takes place, an unstable region deviating away from the stable region will form. 
The ESP continues to work for a period of unstable time. Finally, the breakage 
of the pump shaft occurs, and the ESP breaks down. From the plot below, we 
can observe that the black failure region is far away from the stable region. 
This two-dimensional plot of scores of Principal Component 1 and Principal 
Component 2 can be of great significance to monitor ESP performance in real-
time against the previously normal operating zone to forewarn field engineers 
of potential failure if the cluster starts deviating away from the stable region.

11.5.3  Pump broken shaft identification

Production data from the stable region is normalized and used as the input ma-
trix (Xtraining) to construct the robust PCA model. Besides, historical data 
corresponding to an unstable or a failure region period is selected as a testing 
dataset (Xtesting) fed to the PCA model. This process can be repeated for the 
historical broken shaft events leading to a failure. Also, the PCA diagnostic 
model is built to predict the time at which the breakage of the pump shaft oc-
curs, and to determine the decision variable most responsible for the pump shaft 
fracture.

The contribution of each of the decision variables can be calculated by the 
PCA diagnostic model based on Eqs. (11.7) and (11.8). The decision variables 
with higher ranking or highest contribution are more related to the pump shaft 
fracture. The decision variables are ranked based on their contribution. Taking 
well E52ST1 as an example, it is shown in Fig.  11.6 that the motor torque 

FIGURE 11.6  Well E52ST1’s ESP diagnostic dashboard.
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current has the highest contribution for the failure region. Therefore, this kind 
of contribution chart can be used to diagnose the decision variables most re-
sponsible for the breakage of the pump shaft in a real-time monitoring platform 
if the cluster starts deviating away from the stable region.

Once a robust PCA model is constructed, the time at which the fracture of 
the pump shaft occurs could be forecasted. T 2 and SPE equations are applied to 
determine the time of potential anomalies preceding the breakage of the pump 
shaft. Dunia and Joe Qin (1998) suggested four possible detection results under 
the PCA diagnostic model, those results are as follows: (1) both the T 2  and 
SPE indices exceed the control limits; (2) neither T 2  nor SPE indices exceed 
the control limits; (3) the T 2  index exceeds the control limit, but SPE does not; 
(4) the SPE index exceeds the control limit, but T 2 does not.

As is often the case, detection results (1) and (4) are usually regarded as 
potential breakage of the pump shaft. This paper contains information regarding 
the data of the time at which the rupture of ESP shaft occurred in each well. A 
detailed comparison is made between the predicted ESP’s shaft breakage time 
by the PCA diagnostic model and the actual ESP’s shaft breaking time.

Taking wells E52ST1, CO6ST1 and B50ST1 as examples, T 2 and SPE 
indices are computed to predict the anomaly of ESP production shown in 
Figs. 11.7–11.9. When the ESP shaft breaks, T 2  and SPE are used to determine 
the breakage time by employing the detection results (1) and (4).

Table 11.1 shows the comparison of the PCA diagnostic model prediction 
time of the pump shaft fracture and the actual ESP shaft braking time. An analy-
sis of Table 11.1 reveals that the breakage time predicted by the PCA diagnostic 
model is a little earlier than the actual pump shaft breakage time. Consequently, 
the PCA diagnostic model has excellent accuracy in predicting the breakage 
time for ESP broken shaft wells and learning technique to predict the ESP bro-
ken shaft in real-time. Moreover, the PCA technique can be applied as the foun-
dation for the development of better tools to predict ESP failure.

11.6  Conclusions

This paper presents a big data-driven analytical model to predict impending bro-
ken shaft in the ESP operation system. The big-data model depends on real-time 
data collected by ESP downhole and surface sensors. It can be concluded that 
PCA has the potential to be used as a recognition technique to predict dynamic 
changes and therefore identify the impending breakage of the ESP shaft. Key 
conclusions from this study can be summarized as follows:

1.	 A two-dimensional plot of scores of Principal Component 1 and Principal 
Component 2 can be used to identify different clusters of the stable region, 
unstable region, and failure region. From this two-dimensional plot, field 
engineers will be reminded of potential ESP shaft fracture if the cluster is 
far away from the stable region.
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T2

T2

T2

T2

T2
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FIGURE 11.7  Predictions of the pump breaking time by T2 and SPE in well E52ST1.
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FIGURE 11.8  Predictions of the pump breaking time by T2 and SPE in well CO6ST1.
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2.	 Once a robust PCA diagnostic model is built, it is of great importance that 
the decision variables most responsible for the breakage of the ESP shaft 
will be determined to explain the deviation of the cluster from the stable 
region.

3.	 By implementing T 2  and SPE equations, the PCA diagnostic model has 
excellent accuracy in predicting the ESP shaft breakage time.

T2

FIGURE 11.9  Predictions of the pump breaking time by T2 and SPE in well B48ST1.



Detecting Electric Submersible Pump Failures  Chapter | 11    235

4.	 PCA can be used as an important pre-processing method and as an unsuper-
vised machine learning technique to predict the developing ESP failures.
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Chapter 12

Predictive and Diagnostic 
Maintenance for Rod Pumps

Patrick Bangert
Artificial Intelligence Team, Samsung SDSA, San Jose, CA, United States; algorithmica 
technologies GmbH, Küchlerstrasse 7, Bad Nauheim, Germany

Approximately 20% of all oil wells in the world use a beam pump to raise crude 
oil to the surface. The proper maintenance of these pumps is thus an important 
issue in oilfield operations. We wish to know, preferably before the failure, what 
is wrong with the pump. Maintenance issues on the downhole part of a beam 
pump can be reliably diagnosed from a plot of the displacement and load on the 
traveling valve; a diagram known as a dynamometer card. This chapter shows 
that this analysis can be fully automated using machine learning techniques 
that teach themselves to recognize various classes of damage in advance of the 
failure. We use a dataset of 35292 sample cards drawn from 299 beam pumps 
in the Bahrain oilfield. We can detect 11 different damage classes from each 
other and from the normal class with an accuracy of 99.9%. This high accuracy 
makes it possible to automatically diagnose beam pumps in real-time and for 
the maintenance crew to focus on fixing pumps instead of monitoring them, 
which increases overall oil yield and decreases environmental impact.

12.1  Introduction

12.1.1  Beam pumps

Of all oil wells worldwide, approximately 50% have some form of artificial lift 
system installed. Of those, approximately 40% make use of the beam pump, 
also known as the rod pump or sucker-rod pump. That accounts for approxi-
mately 500,000 beam pumps in use worldwide (Takacs, 2015). The beam pump 
is comprised of a standing valve at the bottom of the well, and a traveling valve 
attached to a rod that moves up and down the well driven by a motorized horse-
head assembly on the surface, see Fig. 12.1.

The journey of the traveling valve from the top of the well to the bottom and 
back up again is called a stroke. As the pump returns to the same configuration 
at the start of every stroke (unless the pump breaks), the motion is inherently 
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periodic. When the rod starts its downward journey, the standing valve closes; 
Fig. 12.1(a). The traveling valve opens as soon as it encounters fluid in the well 
and allows it to pass through; Fig. 12.1(b). At the bottom of the stroke, the trav-
eling valve closes, and the journey is reversed at which point the standing valve 
opens again allowing fluid to enter the well; Fig. 12.1(c). As the closed travel-
ing valve moves up, it transports the fluid it collected during the downstroke to 
the surface; Fig. 12.1(d). We can measure both the load, that is, the weight of 
the fluid above the traveling valve, and the displacement from the surface dur-
ing one full stroke. If we graph these two variables against each other, we get a 
diagram known as a dynamometer card; see Fig. 12.1 bottom-right and compare 
with Fig. 12.2 for a real example.

FIGURE 12.2  An example of a dynamometer card with the four major points labeled, see the 
introductory text for an explanation.

FIGURE 12.1  The basic schematic of a beam pump on the left with the evolution of the 
stroke in four stages on the right. Plotting of displacement and load against each other over the 
stroke produces the dynamometer card on the bottom right.



Predictive and Diagnostic Maintenance for Rod Pumps  Chapter | 12    239

12.1.2  Beam pump problems

It was discovered by Walton Gilbert in 1936 that the shape of the dynamometer 
card allows an experienced person to precisely diagnose any of the typical prob-
lems that a beam pump can have downhole (Gilbert, 1936). Please see Fig. 12.3 
for some examples of the various categories that are encountered. A list of typi-
cal down-hole beam pump problems follows here. 

1.	 Normal
2.	 Full Pump (Fluid Friction)
3.	 Full Pump (Fluid Acceleration)
4.	 Fluid Pound (Slight)
5.	 Fluid Pound (Severe)
6.	 Pumped Off
7.	 Parted Tubing
8.	 Barrel Bent or Sticking
9.	 Barrel Worn or Split

10.	 Gas Locked

FIGURE 12.3  Some cards, obtained in the Bahrain oilfield, which illustrate that the diverse 
conditions of a beam pump can be visually identified. Please see the text for a complete list of 
conditions. (A) Normal; (B) Fluid pound (Slight); (C) Fluid pound (Severe); (D) Pumped off; (E) 
Gas interference (Severe); (F) Traveling valve or plunger leak (G) Standing valve, traveling valve 
leak, or gas interference (H) Pump hitting down; (I) Hole in barrel or plunger pulling out of barrel 
(J) Inoperative pump; (K) Pump hitting up and down; (L) Inoperative pump, hitting down.
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11.	Gas Interference (Slight)
12.	Gas Interference (Severe)
13.	Traveling Valve or Plunger Leak
14.	Traveling Valve Leak and Unanchored Tubing
15.	Traveling and Standing Valve Balls Split in Half
16.	Standing Valve Leak
17.	Standing Valve Leak and Gas Interference
18.	Standing Valve, Traveling Valve Leak, or Gas Interference
19.	Pump Hitting Down
20.	Pump Hitting Up
21.	Pump Sanded Up
22.	Pump Worn (Slightly)
23.	Pump Worn (Severe)
24.	Pump Plunger Sticking on the Upstroke
25.	Pump Incomplete Fillage
26.	Tubing Anchor Malfunction
27.	Choked Pump
28.	Hole in Barrel or Plunger Pulling out of Barrel
29.	 Inoperative Pump
30.	Pump Hitting Up and Down
31.	 Inoperative Pump, Hitting Down

It is difficult to measure the load on the moving rod directly and so we mea-
sure it at the top of the rod and infer the downhole conditions by solving the 
wave equation (Bastian, 1989; Gibbs, 1963). Based on this, we can calculate 
several physical quantities such as a pump intake pressure without measuring 
them (Gibbs & Neely, 1966) and use the computed downhole card effectively 
to diagnose problems with the beam pump (Eickmeier, 1967). This method of 
determining the dynamometer card (measure at the top of the well and compute 
the downhole conditions) is now industry standard and relies on accurately ap-
proximating the friction laws that the moving parts experience on their journey 
(DaCunha and Gibbs, 2007).

12.1.3  Problem statement

The question arises: Can this diagnosis be done by a computer? If it could, then 
the computer would automate the diagnosis of every dynamometer card in real-
time as it is measured. Depending on the stroke duration and amount of idle 
time, a single beam pump may produce several cards per minute. An oilfield 
will have hundreds or thousands of pumps. It is practically impossible for a hu-
man operator to look at them all. This automation frees up the maintenance staff 
to focus on fixing the pumps that need attention instead of determining which 
pumps need attention. It therefore decreases the environmental impact of the 
pump (spills, pollution, spare parts, waste, and so on) while increasing its avail-
ability and, in turn, production volume (Bangert, Tan, Zhang, & Liu, 2010).
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We will demonstrate in this chapter that it is possible to reliably perform the 
diagnosis of a beam pump using an automatic method from machine learning 
that teaches itself how to distinguish the various classes of damage.

12.2  Feature engineering

Every dynamometer card in our case, has 100 load and displacement measure-
ments over the duration of the stroke. Thus, 200 variables characterize each card 
and would need to be fed into whatever classification method we choose to use.

One of the first questions in every machine learning project is to determine 
how the available input data (in our case the 100 loads and displacements) can 
be transformed in order to (1) lower the number of input variables without losing 
any important information, and (2) bring out any quantity that we know, by expert 
domain knowledge, to be helpful in deciding the question at hand. This process is 
known as feature engineering and the resulting transformed variables are called 
features. Sometimes, the data obtained in the field is provided to the machine 
learning as it is (Sharaf, Bangert, Fardan, & Alqassab, 2019), or some of the avail-
able input variables are simply removed. This is a quite simple version of feature 
engineering. It is at the point of feature engineering that we have the greatest op-
portunity to inject domain knowledge into the machine learning task.

A model obtained by machine learning often performs significantly better 
on the training data for the simple reason that this data is known to it while the 
model is being constructed. If the model performs significantly worse on testing 
data, then the model cannot generalize beyond its experience to new situations 
and we speak of overfitting. If the model performs poorly even on training data, 
we speak of underfitting. Both situations are undesirable, and we look for a 
model that performs well on both data sets so that we may be assured that the 
model has learned the task that we wanted it to learn. Such a model can then be 
applied to new data and its conclusions become useful (Bangert, 2011).

For the problem of characterizing a dynamometer card, several papers have 
been published in the literature that make suggestions for suitable features. We 
briefly review some of these papers here and state, wherever possible, how ac-
curately the methods performed both on the data used to construct the method 
(training data) and the data used to assess the method (testing data). We sum-
marize our literature review of features in Table 12.1.

12.2.1  Library-based methods

A prominent idea in the older literature is that of a library. A library is a set of 
cards with known classification. The idea is then to compute a distance function, 
called a metric, between the card that we are interested in and each member 
of the library. The library card with the smallest distance is selected and its 
classification becomes the classification of the new card. This approach relies 
on selecting representative examples of classes for the library. It is limited by 
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the fact that the library cannot be large if this procedure is to be carried out in 
real-time. The most difficult element is choosing the metric.

In one case, the library contains 37 cards and the metric is the sum of dif-
ferences between the loads and displacements of the two cards being compared 
(Keating, Laine, & Jennings, 1991).

Another paper suggests measuring the difference between coefficients in the 
Fourier series representation of the card or to use a form of gray-level analysis 
on the image produced by a plot of the card (Dickinson and Jennings, 1990). 
Here the library contained 28 cards. While the authors claim that the methods 
performed well, we do not know the number of test cases.

TABLE 12.1 A summary of the features suggested in the literature.

Summary Type
Cards 
to learn

Cards 
to test

Test 
error References

1. Metric is sum of 
differences in 
both dimensions

Library — — — Keating et al. 
(1991)

2. Fourier series or 
gray level

Library — — — Dickinson 
and Jennings 
(1990)

3. Geometric mo-
ments

Library — — 2.6% Abello et al. 
(1993)

4. Fourier series 
and geometric 
characteristics

Library — 1500 13.4% de Lima et al. 
(2012)

5. Extremal points Library ? 2166 5% Schnitman 
et al. (2003)

6. Average over seg-
ments

Model 2400 3701 2.2% Bezerra Marco 
et al. (2009); 
Souza et al. 
(2009)

7. Centroid and 
geometric char-
acteristics

Model 230 100 11% Gao et al. 
(2015)

8. Fourier series Model 102 ? 5% de Lima et al. 
(2009)

9. Line angles Segment 6132 ? 24% Reges Galdir 
et al. (2015)

10. Statistical mo-
ments

Segment 88 40 2% Li et al. 
(2013a)

11. Geometric char-
acteristics

Segment — — — Li et al. 
(2013a)
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Note that it makes sense to describe a dynamometer card by a Fourier 
series, as it is inherently periodic. If we take each measurement of displace-
ment x s( ) and load y s( ) where s is a parametric variable that indexes the vari-
ous measurements around one card. We can then form the complex variable 
u s x s iy s( ) ( ) ( )= +  and expand it in a Fourier series
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One may also describe the cards by geometric moments and threshold the 
differences to determine the most similar library member (Abello, Houang, & 
Russell, 1993). This approach yields a 2.6% test error on synthetically gener-
ated cards.

Geometric characteristics and Fourier series were evaluated in another study 
that found Fourier series to be more representative (de Lima, Guedes, Affonso, & 
Silva Diego, 2012). This study used 1500 cards and obtained an error of 13.4%.

An interesting approach is the attempt to extract from a card some few impor-
tant points that act as local extrema and to compare them to similar points on the 
library cards (Schnitman, Albuquerque, Correa, Lepikson, & Bitencourt, 2003). 
This approach was evaluated using 2166 cards and seems to achieve an error of 
5% but this is hard to quantify based on the description.

12.2.2  Model-based methods

Some features are very simplified. For instance (Bezerra Marco, Schnitman, 
Barreto Filho, & de Souza, 2009; Souza, Felippe, Bezerra Marco, Schnitman, 
& Barreto Filho, 2009) breaks the card into 32 segments and takes an average 
load over each segment. They had 8 different classes with 300 training examples 
each, 6101 manually classified cards in total and achieved a test error of 2.2%.

Another idea is to locate the centroid of the card and to compute the total 
area above and below the card in an extremal rectangle drawn around the card 
(Gao, Sun, & Liu, 2015). They then used extreme learning machines, a form of 
single-layer perceptron neural network, to train on 230 cards and test on 100 
cards to obtain an error of 11% where we cannot be sure whether this is a total 
error or a test error. The centroid is
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Decomposing the card into a Fourier series and using the coefficients of 
the first moments is another idea to lower the number of dimensions. Using 
this, one paper reports a 5% error on 102 known cards (de Lima, Guedes, & 
Silva, 2009). However, it is not clear what method they used to classify the cards 
and how many of the cards were used for training and testing.

12.2.3  Segment-based methods

Some proposals depend upon the ability to detect the four points on a card at 
which the standing and traveling valves open and close, see Fig. 12.2. There are 
two methods to determine those points. One relies on a pure geometric interpre-
tation called the chain code (Reges Galdir, Schnitman, & Reis, 2014) and an-
other on a physically motivated heuristic (Hua and Xunming, 2011). Supposing 
that we can determine these opening and closing points, we may then proceed to 
compute some quantities for each of the four segments of the card.

One paper suggests three geometric quantities based on the angle between 
the straight lines between any two neighboring pairs of observations (Reges 
Galdir, Schnitman, Reis, & Mota, 2015). They then build a fuzzy logic classi-
fier for each one of 11 classes. Having 6132 manually classified cards in total, 
it appears from the unclear description that the error was approximately 24%. 
As the paper does not break its data into training and test, the test error would 
be higher than that.

Another approach requiring the opening and closing points is to compute the 
first seven statistical moments of the data in each segment (Li, Gao Xian, Yang 
Wei, Dai Ying, & Tian, 2013a). They use support vector machines to learn from 88 
training cards and 40 test cards to obtain a test error of 2%. Another paper uses geo-
metric characteristics of the four segments and claims effective performance using 
a simple look-up table of which class has or does not have which characteristic, 
but the authors provide no numerical results (Li, Gao Xian, Tian & Qiu, 2013b).

12.2.4  Other methods

A completely different approach is to try to extract knowledge and experience 
of human experts into the form of rules, usually known as an expert system. 
These rules would have to be formulated in precise numerical terms, so they can 
be evaluated on a card in an automated computer system. This has been done 
for this task and the management process is discussed of how one obtains these 
rules (Alegre, de Rocha, & Morooka, 1993). The authors do not report on the 
accuracy of the system.

Notably, one paper claims to have achieved perfect classification results on 
6113 manually classified cards (Reges, Schnitman, & Reis, 2013). As they do 
not describe their features, their classification method, or in what manner, if 
any, they divided the data set into a training and testing data set, it is difficult to 
evaluate this result.
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12.2.5  Selection of features

We have attempted each of the above referenced feature methodologies. Our 
conclusion is that the automatic detection of the four-valve opening and closing 
points is numerically unstable in general and particularly for non-normal dyna-
mometer cards that are, of course, of particular interest to this application. Thus, 
we have decided to exclude all the features that require this basis.

In selecting features, we must make a trade-off between bias and variance 
(Dong and Liu, 2018; Zheng and Casari, 2018). A high bias means that the test 
error is high, and a high variance means that the variance of the test error is high 
across several runs of the algorithm with different training and testing data sets. 
A smaller number of features will generally lower the test error but increase the 
variance while a small number of features will remove essential information 
from the problem and thus increase the test error. We must therefore select the 
right number of features to characterize the situation with enough (bias) but not 
too much (variance) detail.

Having several candidate features available for selection, we would hope 
to rank them and take the first few features that contribute most to the task 
at hand. Unfortunately, this simple approach is generally doomed to failure. 
A central result in the field of feature engineering is that a feature that is in-
significant on its own can provide significant performance increases together 
with other features, and two features that are both insignificant individually 
may be significant together. Therefore, we must not select features individu-
ally but rather in groups. This is problematic in the case, as it is here, that 
we have many features to choose from and the number of combinations of 
features is too large to try in a realistic amount of computation time. For each 
combination, we must train the model several times as we need to know not 
only the performance but the variance of any selected set of features. The 
normal way to solve this problem is with so-called wrapper methods that train 
a simple model for each combination to save overall computation time. The 
selected feature set is then used to train the complex model (Guyon and Elis-
seeff, 2003).

For example, the method of representing the dynamometer card by its 
Fourier series leads to many numerical experiments as the number of mo-
ments in the series must be chosen. To illustrate the trade-off, we plot the 
bias and variance in Fig. 12.4. The plot is a standard box-and-whisker-plot 
for various scenarios. The vertical axis represents the number of test errors 
obtained with a model trained on 30000 cards and tested on 5292 cards. 
Each time a model is trained, the training and test examples are chosen at 
random. All models that went into the figure exhibited zero training errors. 
The vertical position of the box on the plot, the average number of test errors 
over 5 models, is the bias. The vertical size of the box is a representation 
of the variance. The first 13 boxes correspond to representing the card by 
the Fourier series of that many moments, starting with zero moments. The 
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seven boxes after that, labeled S1 through S7, correspond to various other 
combinations,

•	 S1: Fourier series with 1 moment and all 5 geometrical features of (Gao 
et al., 2015).

•	 S2: The 5 geometrical features of (Gao et al., 2015).

•	 S3: The centroid coordinates of the card.

•	 S4: The centroid coordinates and the average line length.

•	 S5: Fourier series with 1 moment, the centroid coordinates, and the average 
line length.

•	 S6: Fourier series with 1 moment and the centroid coordinates.

•	 S7: Fourier series with 1 moment, the centroid coordinates, and the two area 
integrals.

From these experiments, we can conclude that a Fourier series of 4 mo-
ments has the least variance but this is achieved at a significant cost in bias. The 
Fourier series of 1 moment has the least bias but this is achieved at a cost in 
variance. The Fourier series of 1 moment in combination with the centroid co-
ordinates (option S6) offers the best compromise with 12 test errors on average 
with a standard deviation of 4. This implies a test error rate of 0.0023 ± 0.0008 
or an accuracy rate of 99.8 ± 0.1%. The best single model encountered, overall 

FIGURE 12.4  An illustration of the bias-variance trade-off in choosing the number of mo-
ments in a Fourier series representation of a dynamometer card. See text for an explanation.
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and with the S6 feature combination, only exhibited 7 test errors (accuracy of 
(5292 – 7)/5292 x 100% = 99.9%). It is this model that we have chosen to put 
into production.

In conclusion, our investigation of feature engineering yields that the best 
features are the Fourier series coefficients to the first moment and the coordi-
nates of the centroid of the card. We therefore have five features. While this may 
be surprising due to its simplicity, it does lead to very good classification results. 
In comparison to the papers cited above, this study uses a far larger dataset both 
to train the model as well as to test its performance.

12.3  Project method to validate our model

12.3.1  Data collection

We must measure some cards in the field. This was done on 299 of the approxi-
mately 750 different beam pumps distributed in the Bahrain oilfield all of which 
are instrumented, and the data is relayed by a digital canopy to a central data 
facility where the cards can be obtained in real-time and saved to a database. 
In total 5,380,163 cards were collected for a first study during the fall of 2018.

12.3.2  Generation of training data

Some training data must be generated. The operating company of the Bahrain 
oilfield, Tatweer Petroleum, has four experts on its staff who are responsible for 
determining maintenance activities based on dynamometer cards. These experts 
were asked to look at the cards measured and to classify them into the classes 
mentioned above. Over a few weeks, they classified 35,292 dynamometer cards. 
These cards make up the dataset that can be used to both train the machine 
learning model and to determine its effectiveness.

12.3.3  Feature engineering

We computed the features for each dynamometer card; see the discussion of 
feature engineering earlier. We also divided the 35,292 known cards into two 
groups. 85% of the cards were used to train the model and 15% were used to as-
sess the model after training. These two data sets are usually called the training 
data and the testing data.

12.3.4  Machine learning

We presented the training data set to several machine learning algorithms. Each 
algorithm has parameters that a human expert must tune experimentally to the 
task. We performed parameter tuning in each case to get the best performance 
out of each algorithm type. We attempted a single-layer perceptron neural 
network (Goodfellow, Bengio, & Courville,  2016), multiple-layer perceptron 
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neural network (Goodfellow et al., 2016), extreme learning (Gao et al., 2015), 
and decision trees (Breiman, Friedman, Stone Charles, & Olshen, 1984).

The stochastic gradient-boosted decision tree is the most effective method 
for this task. It shows perfect performance on the training data set and 99.9% 
accuracy on the testing data set. The errors that it makes on the testing data 
set are roughly evenly distributed among the various classes, which is another 
desirable fact, see Table 12.2. Some other algorithms were competitive on the 
error rate but clustered its errors in one or other of the classes, which showed a 
systematic problem with detecting that class accurately.

12.3.5  Summary of methodology

The entire procedure of generating and using the classification model is sum-
marized in Fig. 12.5. The workflow on the bottom of the figure describes the 
production situation in which a dynamometer card is measured, its features ex-
tracted, and its classification computed by the existing classification model. The 
model itself is a formula that takes a card’s features as input and produces a 

TABLE 12.2 Classification performance of the best model on the test data set.

Category
Training 
samples

Testing 
samples Incorrect

Normal 8557 1529 0

Fluid pound (Slight) 5347 955 0

Fluid pound (Severe) 93 15 0

Inoperative pump 1981 379 0

Pump hitting down 1740 303 2

Pump hitting up and down 2258 407 2

Inoperative pump, hitting down 9045 1626 1

Traveling valve or plunger leak 98 15 1

Standing valve, traveling valve leak, or gas 
interference

345 62 0

Pumped off 234 39 1

Hole in barrel or plunger pulling out of 
barrel

132 20 0

Gas interference (Severe) 101 11 0

Total 29931 5361 7

For each class, we specify how many training and testing samples were used. The model performed 
perfectly on all training samples but made a few errors on testing samples, as specified.
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class number as output using several parameters that have been learned. The 
workflow at the top of the figure produces the model, which is nothing more 
than computing the parameters of the formula that will be the model in the end. 
This learning procedure uses card features and the known classification, pro-
duced by human experts, of those cards. This schematic workflow is always the 
same for the general problem of classification, no matter what type of raw data, 
feature engineering, or model type we choose to use.

12.4  Results

12.4.1  Summary and review

Based on 35292 manually classified cards, we performed feature engineering 
to determine that the best set of features to balance between bias and variance 
of the model is to take the Fourier series representation of the card to the first 
moment and to take the centroid coordinates of the card. We found that compu-
tationally detecting the four-valve opening and closing points of the traveling 
and standing valves as proposed in the literature is numerically unstable and so 
the features depending on this basis were not investigated. Using 85% of the 
data for training and 15% for testing, we obtained a model that makes no train-
ing errors and 7 test errors. This performance can be reproduced over multiple 
training runs, where each training run chooses the training and testing samples 
randomly, with a variance of 4 test errors. The distribution of test errors across 
the different classes is relatively even, so that we seem not to be making a sys-
tematic error, see Table 12.2.

FIGURE 12.5  Elements of the diagnosis procedure.
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12.4.2  Conclusion

We conclude that the classification accuracy is high enough for the model to be 
used practically to identify the various beam pump problems in a real oilfield. It 
can do this in real-time for many beam pumps simultaneously and thus offer a 
high degree of automation in the detection of problems. If a card is identified as 
non-normal, the method will release an automated alert with its diagnosis and 
thus generate a maintenance measure. This procedure frees up human experts 
from the job of monitoring and diagnosing beam pumps to the more important 
task of fixing them. It also alerts the experts sooner than they would have dis-
covered the problems by themselves as the algorithm can diagnose every dyna-
mometer card as it is measured; a volume of analysis that would be impossible 
for a human team of realistic size.

We note that this work can classify cards into one of 12 classes. We have 
identified 31 classes in principle. The existing model will not work for the re-
maining 19 classes, as we did not have any training samples for them. When 
these problems occur on real beam pumps in the field, the relevant cards should 
be manually classified and then the training process can be repeated to expand 
the model’s classification ability beyond its current domain. We estimate that 
about 100 samples per class are necessary to achieve reasonable results for that 
class. It is however clear that more data will always lead to either a more ac-
curate or a more robust model. No matter how mature the model, feedback by 
manual classification is always of value.
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Chapter 13

Forecasting Slugging  
in Gas Lift Wells

Peter Kronberger
Wintershall Dea Norge AS, Stavanger, Norway

Digital transformation of existing processes using technologies such as big 
data, advanced data analytics, machine learning, automation, and cloud com-
puting will enable continuous performance improvements within the operation-
al sphere. The application of the technology will link the physical and digital 
world, providing a digital model of physical assets and processes. It will rep-
resent the evergreen, wholly integrated digital asset model-from reservoir to 
export pipeline.

The Brage operations team identified processes with the highest potential 
for digital transformations during an initial opportunity-framing workshop. 
Based on pain points and business needs clear emphasis is in the areas of pro-
duction and well performance optimization, live-data implementation, and han-
dling, as well as the entire flow of information from database integration up to 
dashboarding.

Strong reliance on an improved data infrastructure and IT/OT perfor-
mance will require close cooperation with the IT/OT team. New solutions will 
be aligned with and integrated into already identified global solutions. The 
improved acquisition of data, together with the integration of already existing 
“Digital Twin” technologies will enable the first redesign of work processes. 
Prioritization of processes to be transformed will be mandated by their business 
impact as well as possibility to scale to other Wintershall Dea assets too.

Focus areas, such as slugging, digital production engineer, intelligent main-
tenance, dashboarding, and planning and scheduling were defined as more and 
more ideas evolved. Individual processes such as water injection and scaling 
surveillance were made more time-efficient and transparent. The vision is to 
bring all processes together into a customizable and collaborative dashboarding 
solution.
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13.1  Introduction

The digital transformation is revolutionizing the oil and gas industry, together 
with the fast amount of data collected throughout the lifetime of the platform, it 
is now possible for production technology and operators to utilize this to lower 
operational expenditure and improve production efficiency.

The Brage field consists of four reservoirs, Fensfjord, Statfjord, Sognefjord, 
and Brent where in each of the mentioned reservoirs gas lifting is applied. Water 
breakthrough already happened a couple of years ago. Last year the Brage field 
celebrated its 25th anniversary, which means production optimization is key. 
Many parameters such as maximum water and gas lift capacity, slugging, sand 
production, and scaling issues show that it is not a straightforward process to 
do. That challenges are not something new and to better understand, solve and 
mitigate them digitalization is key.

The motivation to tackle the digitalization journey with Brage in a brown 
field environment is fueled by production increase due to even more efficient 
production operations, cost savings as possible predictive maintenance and 
automated processes can proactively mark possible failures and routine tasks 
can be done by the system. This, eventually, results in a more efficient way of 
working and ultimately in a lifetime extension of the platform.

Digitalization in brown versus green field environments, are two different 
challenges due to various reasons. In green field developments, one can design 
the system and data environment from the very beginning. Digitalization is a 
topic from the beginning and sensors, systems, and processes can be designed 
and set up accordingly.

In brown field environments, however, the challenge is a different one as the 
underlying systems are usually old and as the platform at its end of planned life. 
Often data systems need to first get exchanged or upgraded to have the basis for 
starting to implement digitalization processes. Another important aspect is the 
data availability and quality. In brown field environments a lot of data was col-
lected of the lifetime of the platform, however, that often cannot be used, as the 
quality is too low. Moreover, data sensors might be missing, as they were not 
installed at the start of the platform.

What are the key benefits it will give to Brage? Is the underlying question for 
starting the digitalization journey?

1.	 To connect humans, devices, and systems across one entire value chain to 
have all information available in real-time whenever needed.

2.	 Turning data fast into better-informed decision do work more efficient and 
optimized to lower the operation costs, increase production, and increase the 
field lifetime.

3.	 Fostering partner and stakeholder management.
4.	 Improving HSEQ performance by faster and better diagnosing deficien-

cies and causalities to correct and reveres negative trends for more safely  
work.
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13.2  Methodology

Starting with an internal ideation phase to map the pain points and possible 
work processes to improve in the daily working environment. In the next stage 
external providers assisted in structuring these findings and mapping the key 
areas by, for example, design thinking methodologies.

These key areas were then steadily refined and structured and business cases 
were created, where eventually five focus projects were defined based on their 
areas of impact and economic values.

This process, from the first get together and ideation phase until the def-
inition of the business cases and mapping of the focus projects took several 
months, whereas some high value projects did already start earlier.

The approach was therefore driven by analysis of pain points and oppor-
tunities, rather than digitalizing the entire platform. Individual processes and 
their business cases were defined and selected. How would digital technologies 
change the way we work and create efficiencies or cost savings? Answering this 
question helped developing the current Brage Digital twin project portfolio, of 
which all address three steps of data process:

Data Liberation: Generally said, putting operational data into a data lake 
infrastructure, which is for a 25-year-old platform a complex, as hardware com-
ponents need to be updated, yet very important step. The ultimate vision of that 
step is to have one single source of data, available for anyone at any time when 
needed.

Data Analytics: Once the data is available, the next step is to optimize 
and improve the processes and workflows by getting the most out of the data. 
Collaborations with different specialized vendors for applying advanced analyt-
ics that help us to operate more safely and efficiently were established.

Data Visualization: Insightful visualization of data is then the key for 
communicating these insights to the individual engineers and operators. Live 
dashboards will support in decision-making processes and notifications of unfa-
vorable conditions. The focus is on customizability and collaboration. Often 
that is already the solution.

Digitalization and digitization are two different, yet sometimes exchanged 
expressions. Digitization is the process or task to make physical items, for 
example, a written letter, digital to make it for instance usable for processing on 
a PC. Digitalization is then the process to use digital technologies or digitized 
tasks to improve processes.

This is important to understand as the Brage Digital Twin project is a digi-
talization project, which therefore utilizes existing and proven technologies 
such as machine learning to improve and optimize the daily operational work to 
improve efficiency, increase production, and decrease costs.

After the ideation phase and structuring the ideas different topics were 
identified and explained in more detail, whereas a first estimation of business 
cases was estimated. The business cases were based production increase, more 
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efficient work and therefore saved hours which could be used for other more 
important tasks rather than routines tasks and cost reduction. The first estima-
tion was very rough and simply done to get an understanding of the magnitude 
comparability of the different topics. Over time those estimations got more and 
more matured and therefore refined in more detail.

The initiatives were ranked based on their estimated business cases and 
probability of success; however, it was and is still a living process and changes 
on the priority might be made based on new information and adjustments in 
business cases or resent findings in increasing the probability of success.

The project is mainly be executed in an agile project management manner. 
The scrum framework is applied as much as possible, which is explained in 
detail in Chapter 7 of this book.

13.3  Focus projects

The five focus projects selected are defined as the following:

1.	 Dashboarding Landscape: The key aspect within this idea lays on transpar-
ency and collaboration. To unbreak the chain of data silos and spreadsheet-
based workflows.

2.	 Digital Production Engineer (DPE): The DPE consist of several sub-projects 
as Production Optimization, Injection Optimization, Scale Treatment Opti-
mization, and Sand Choke Optimization.

3.	 Slugging: Due to its early kick off, importance, and high
4.	 Intelligent Maintenance
5.	 Planning/Scheduling

These projects and sub projects were assessed to have the highest impact 
with the highest probability of success. However, there is also a side project  
going on with regards to the already installed Narrowband technology on Brage. 
The goal of this project is to have a cheap and fast proof of concept for IoT 
technology for a more efficient cooler monitoring on the platform. Benefits of 
IoT sensors are amongst others its cheap prices and installation, long battery 
life, and easy maintenance.

13.3.1  Dashboarding landscape/architecture

Data visualization is a major aspect in spotting erroneous behavior and possibly 
prevents failures or costly interventions. Often data is not easily accessible, and 
it takes time to access and extract data for analysis. Transparency and accessi-
bility of data is therefore an important topic.

A specialized vendor called Eigen was selected for a dashboarding solu-
tion pilot (Fig. 13.1). For testing purposes, an Eigen Ingenuity framework was 
installed in the Azure cloud. This included a VPN link to the historian AspenTech 
IP.21, allowing process and production data to be displayed a manipulated in 
various ways.
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This stage took a lot of time as getting access to production data is a com-
plex task due to various restrictions and security barriers. A clear reference on 
how to establish such a connection was not available as it was not done before.

After successfully setting up the live connection, the first tasks were defined 
for a 3 months testing period, this is important to test the functionality and inte-
gration of the solution in the daily operations. These task are (1) creating a new 
dashboard overview for more transparency and faster spotting unwanted behav-
ior, (2) creating an overview and trends of all wells and parameters including 
analysis and notifications for engineers being on duty for an efficient follow up, 
(3) automating and improving the process and its underlaying tasks for creating 
the weekly production plan, and (4) automating the well rate allocation process 
to have live rates implemented in the Eigen dashboard environment.

The intent of the pilot project is to test the analytics, trending and dashboard-
ing capability of the Eigen Ingenuity platform for your operations and optimize 
or re-define some of our work processes. The work focuses on the replacements 
of systems used in the technical engineering management and monitoring of the 
Brage field, more specifically the field’s production and injection wells.

13.3.2  Slugging

The life of an oil production well can often be very challenging and differs from 
well to well. Some wells are drilled and produce high oil rates from the begin-
ning without any further operational issues; however, other wells start to have 
challenges from early on. These production challenges, such as slugging, stress 
the facilities to a point that production engineers are forced to operate the well 
intermitted or even shut in the well permanently, which will result in production 
losses in every case. Besides production losses slugs can damage the processing 
equipment and accelerate erosion effects, which result in higher failure rates 
and maintenance costs. This all together leads to significant economic losses.

FIGURE 13.1  First implementation of production dashboard in pilot phase.
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Slugging can be induced by different underlying causes. The main types of 
slugs are severe, or riser induced slugs, which are caused by offshore pipeline 
rises, where liquid can accumulate at the bottom of the riser and block the gas 
flow. However, pressure will build up upstream the liquid accumulation and at 
some point, will push the liquid up. Another type is the pigging induced slug. 
A pig is a pipeline-cleaning device, which is send through the pipeline to clean 
possible precipitations. This device then creates a liquid slug. A third type is the 
hydrodynamic slugging, which is often caused in pipelines when liquid and gas 
flow at different speeds. The difference in speed can, at a certain point, cause 
flow instabilities-in a horizontal well-small waves in the liquid phase, which 
ultimately leads to a slug. Hydrodynamic slugging mostly, however, dependent 
on the phase rates and the topography, has a high frequency.

The fourth type, and for our use case the most interesting one, is terrain 
slugging. As the name says terrain slugging is induced by the topography of a 
pipeline or horizontal well. Often occurring in the late life of wells with long 
horizontal sections when the reservoir pressure has declined. Topographical 
differences can occur because of geo-steering, which might result in a water 
lag where liquids are likely to accumulate at a certain point in time. The force 
upstream coming from the produced gas is not high enough to push the liquid 
phase through the liquid lag further up the wellbore and fluids start accumulat-
ing. The gas phase builds up pressure and at some point it will be high enough 
to push through the water leg and pull the liquid as a slug along up the well until 
the hydrostatic pressure of the liquid is bigger than the gas pressure again, when 
the next volume of liquid starts accumulating in the leg.

Mitigating these kinds of slugs is particularly challenging as the trajectory of 
the well is given and sometimes, even if known it will cause challenges, cannot 
be changed due to geological and drilling reasons. Therefore, it is of up most 
importance for a production engineer to be prepared and equipped with mitiga-
tion tools.

Over the years a lot of data was collected from each individual well such 
as wellhead pressures and temperatures. Often it was not utilized for its full 
potential to optimize the production of each well. This big amount of data per 
well combined with data science knowledge can be used to predict and mitigate 
production issues. This is particularly interesting as some wells on the Brage 
field are struggling with slugging. Major production losses are due to slugging 
therefore wells often cannot even be put on production.

A slug flow is characteristic for oil wells during their tail end production, 
where a volume of liquid followed by a larger volume of gas causes intermitted 
liquid flow and therefore instabilities in the production behavior. These insta-
bilities are undesirable as the consequences in the facilities can be severe: from 
insufficient separation of the fluids, increased flaring to tripping the whole field 
in the worst case. The intention of the slugging project has been to develop an 
algorithm, which can predict the state of the well some time in advance, identify 
a possible upcoming slug to have the possibility to intervene timely.
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The first question to ask is how to model the slug flow physically. If there 
would be a physical model, which is tuned to the well it might be possible 
to optimize the flow. That approach exists with industry proven simulators. 
However, these purely physical models need constant tuning and adjustment. 
Moreover, slug frequencies are often very short, but a calculation cycle is per-
formance intensive and takes time. Although the model might be well main-
tained, and the performance is good, the predictability is often mediocre.

Seeing the value that can be generated by mitigating slugging and guarantee-
ing stable flow makes the problem especially important to solve. Understanding 
the restrictions and downsides of a purely physical model approach, such as its 
tuning and maintenance time, the value of trying a data-driven approach became 
attractive.

A data driven approach must provide the key behaviors of needing low to 
no maintenance with a low uncertainty in predicting upcoming slugs and an 
even more important than a long and uncertain prediction horizon is an accurate 
optimization.

Besides the above-mentioned points physical restrictions also play a role, 
such as the reaction time and the acting speed of the choke. If a well would 
suffer from high frequency slugging, but the reaction time and closing speed of 
the choke is too slow, the best algorithm will not be able to help mitigating the 
slugging.

Concluding that it is important understand the technical feasibility of the 
slugging problem throughout the whole solution process, starting from the data. 
What data is available (which measurements) in which frequency and quality? 
Understanding the kind and characteristics of the slugging and the key param-
eters that is causing it. Investigate and understand the equipment restrictions, 
such as what is needed if an optimization technique is in place. Is the choke able 
to be automatically changed? Is it necessary to make modifications topside to 
get the solution running?

These questions need to be answered beforehand, as they are impor-
tant milestones in the maturation process to not get unpleasant surprises in  
the end.

After understanding these unknowns, some key milestones and phases for 
the project where outlined:

1.	 Technical feasibility: Can a data-driven algorithm predict an upcoming slug 
at least a required amount of time so that the choke can be adjusted?

2.	 Is the algorithm reliable and trustworthy? Put the algorithm on a screen 
so that it creates visibility and trust. Visually show that the predictions are 
good. Try to manually adjust the choke as the optimization suggests and 
observe the reaction.

3.	 Operationalization: Starting to let the optimization algorithm control the 
choke first for a restricted amount of time and after a while more and more 
extent the time until the trained model is fully controlling the choking in 
order to mitigate the slugging.
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A vendor with experience and expertise in data science and the oil and gas 
industry named algorithmica technologies was selected for a pilot project.

An important aspect already early in the phase was to get a proof of concept, 
whether it is possible to identify a slug, at least within the choke reaction time, 
to possibly interact proactively. Therefore, the project was divided into 4 main 
milestones. The first to answer the question of proof of concept to model the 
well state, the second to verify it is possible to indicate the slug proactively. The 
third phase is to manually test different choke settings. This step is important and 
necessary, as the algorithm needs to be trained on how to optimize the well to 
mitigate slugging automatically in the end. The fourth step, after verifying that 
the optimization would theoretically work, is a modification project to upgrade 
the choke actuators to have the possibility for a faster and automatic reaction.

To start with the proof of concept in time, a selected dataset was exported 
from the historian for one slugging well. However, in that process it was realized 
that it is of upmost importance to start as early as possible finding a solution for 
an IT environment so that a possible solution can run real-time. Questions such 
as will the trained model run as an application in the environment of the com-
pany and how will that look like, or will the real-time data stream transferred 
to algorithmica technologies and the calculations will take place there? The 
decision was made that these questions will be answered as soon as the proof of 
concept is successful.

Two major pathways for modeling the well state were initiated:

1.	 Explicitly feeding a limited history into an unchanging model, for example, 
multi-layer perceptron; however, it is (1) difficult to determine the length of 
this limited history and other parameters and (2) this model results in lower 
performance � ( )=τ+ − −x x x x, , ,t t t t h1

2.	 Feeding the current state to a model with internal memory that retains a 
processed version of the entire past, for example, LSTM (Long Short-Term 
Memory). Characteristics of this approach are (1) easier to parametrize and 
(2) better performance; however, the training time is longer  ( )=τ+x xt t

An LSTM ingests and forecasts not just one variable but multiple ones. For 
our purposes, all the quantities measured and indicated in Fig. 13.2 were pro-
vided, including the production choke setting. The model therefore forecasts 
the slugging behavior relative to the other variables. As the production choke 
setting is a variable under our influence, we may ask whether we can mitigate 
the upcoming slug by changing the choke. The model can answer this question.

An optimization algorithm is required to compute what change to the choke 
will accomplish in the best reaction of slugging and this is a guided trial and 
error calculation, which is why it is necessary to have a model that can be 
computed quickly in real-time. The method of simulated annealing was used 
because this is a general-purpose method that works very quickly, converges 
to the global optimum, requires little working memory, and easily incorporates 
even complex boundary conditions.

x_t+τ=*****x_t,x_t−1,⋯,x_t−h

x_t+τ=*****x_t



Forecasting Slugging in Gas Lift Wells   Chapter | 13    261

An LSTM network is composed of several nested LSTM cells, see  
Fig. 13.3. Each cell has two different kinds of parameters. Some parameters are 
model coefficients that are tuned using the reference dataset and remain con-
stant thereafter. The other parameters are internal states that change over time as 
each new data point is presented for evaluation. These state parameters are the 
“memory” of the network. They capture and store the information contained in 

FIGURE 13.2  Schematic of a gas lift well.

FIGURE 13.3  Schematic of a LSTM network. x, input signal; h, hidden signal; A, cell with steps 
in each cell to determine the state, forget and update functionalities. (Olah, 2015).
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the observation made now, which will be useful in outputting the result at some 
later time. This is how the LSTM can forecast events in the future (Hochreiter 
and Schmidhuber, 1997).

It was discovered that a forecast horizon of 300 minutes was achievable 
given the empirical data. This forecast has a Pearson correlation coefficient R2 
of 0.95 with the empirical observation and so provides a forecast of acceptable 
accuracy. The next challenge was to define a slugging indicator so that the sys-
tem can recognize a certain behavior as a slug.

Defining an indication of what a slug is for the system was a challenge on 
its own. The peaks of a slug as can be seen in Fig. 13.4 would be too late for a 
reaction for the choke. Therefore, as can be seen the indicator (orange | vertical 
lines) is going to 1 (representing a slug) before the peak and going back to zero  
(no slug).

These findings-being able to forecast the wellhead pressure changes of a 
well up to 300 minutes, which gives enough time for the choke to react and 
being able to isolate, meaning detecting slugs automatically.

Although these results seem very promising and positively surprising as up 
to 300 minutes is definitely enough to interact in some matter to mitigate a slug, 
the point is definitely “in some matter.” Forecasting the behavior of the well is 
one concept that needed to be proven, however, forecasting alone is fascinating 
to see, but does not give any added value, as the how to intervene is important. 
Should the wellhead choke be changed, if yes, how much? Or should the gaslift 
choke be changed? If yes, to which degree?

For the model to know how to mitigate the slugging optimally it needs data 
from when the variable parameters are changed-in this case the wellhead choke 
and possibly the gaslift choke. One might think that in the life of a well are 
certain times with different choke positions, however, as many wells are infill 
wells that is often is not the case. The wells are often long horizontal wells with 
a low reservoir pressure, as a result gas lift injection starts from the early life 
of the well with a fully opened wellhead choke. Training the data-driven model 
therefore required to produce variation in the data by choking the well. For this 
task, a program was designed and carried out offshore which captured all rel-
evant ranges of combinations in an efficient way, as choking results in certain 
production losses.

FIGURE 13.4  Comparison of observed WHP data with modelled data, almost on top of each 
other, including a defined slugging indicator (vertical lines).
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After finishing the program, the data was extracted again and sent to algo-
rithmica technologies for training the model to that newly gained data, which 
took several days. The results looked good and the data-driven model gave sug-
gestions to optimize the well.

In the meantime, training the model to the newly gained choking data, the 
well became less and less economical and the decision was made to shut it in. 
So, on the one hand there was a trained and basically ready to implement data-
driven model to mitigate slugging, but on the other hand it was decided to shut 
in the well as the production gain was far too low.

One of the big learnings was that timing is an important factor. It takes time to 
train a data-driven model and it takes even more time to fully implement such a 
solution, therefore the selected might not be within economical margins anymore.

It was decided to train the model again on anther well, as after the proof of 
concept, the confidence was in place that it would work on any other well too. 
The chosen well did not fully slug yet, but already showed some indications. 
Meaning that during normal production the well shows stable flow, however, 
if the well was shut in and then started up again it slugged for some time. This 
behavior made it the perfect candidate.

A direct connection between the data historian and algorithmica technolo-
gies was also set up in the meantime, which helped a lot to start training the new 
well optimally. The scope for this attempt was slightly adjusted. In addition to 
be able to mitigate slugging, it should be first used as a surveillance tool so that 
the model can give an alarm when the well might start slugging more heavily in 
before though stable conditions, as the slugging itself is not a great problem yet. 
It needs to be mentioned that experience shows that the selected wells are due to 
the formation they are producing from and shape of well trajectory very likely 
to start slugging at some point after startup as can be seen in Fig. 13.5.

FIGURE 13.5  Second attempt to surveil a slugging prone well and get a notification if the 
slugging will become more severe.
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After the gained confidence from of proofing the concept from the originally 
selected well, it was started to train the model to the new well with the adjusted 
scope. Interestingly, it seemed to take longer than before to train the model 
to that data, which might already give an indication of a higher complexity. 
That assumption was then verified after the model was trained. The forecasting 
horizon showed to be shorter than the one from the first well trained with 300 
minutes. However, that turned out not to be an obstacle as it was still enough for 
the tasks of surveillance and possible mitigation later.

By now there are two well behaviors trained with a data driven model, and 
one also for optimization purposes including an offshore test. It can be said 
that forecasting the state of the well is possible with only having the historian 
available. The next step is to put the calculations in real-time, so that engineers 
can judge the forecasts compared to the actual behavior the well will then show. 
Assuming that this is successful it will trigger a new project to update the choke 
actuators on the wells suffering from slugging so that the model can automati-
cally make changes. This last step is exciting, as a data-driven model will-on a 
long-term perspective-monitor and optimize a well autonomously. It might then 
reduce then on the one hand the amount of time an engineer needs to spend on 
such a problem well and on the other hand also increase the value of that well. 
Besides that, it might also reduce maintenance costs as the flow in the flowlines 
and into the separator is more stable and therefore induces less stress on the 
equipment.

The mitigation of slugging by automatically choking the well is not a trivial 
task and requires a throughout planning of the phases and milestones until a 
model will automatically optimize a well on stable flow. However, the proof 
of concept for two wells has shown that it is possible to forecast the well state 
and to get recommendations on optimal choking. Besides that, it needs to be 
mentioned that it was not yet tried in practice, which is still one major step to 
do. This might give also further insights as how stable the forecast is on chang-
ing the choke and therefore answering the question how it works in operations. 
Furthermore, field testing will also show on how precise the choking must be 
to get the wanted positive effect. What would happen for example if the choke 
reacts with a 5 minutes delay and slightly differently compared to the sugges-
tion of the model? Will the output be the same or will the slugging even get 
worse? Generally, how sensitive or stable will be model and the suggestions be?

13.4  Data structure

A solid underlying data structure is key for a successful digital transformation. 
It is a complex process as different kind of information are saved in different 
databases and structures and security features on top make it a great challenge 
to build a solid data lake architecture.

As of this importance Wintershall Dea started its own company-wide project 
called data integration project with the goal of building a data lake infrastructure. 
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As a result of the project there should be “one single source of data truth” to 
connect.

A possible outline of such an infrastructure was created for Brage (Fig. 13.6)  
where the Data Lake would be the center of information connected via the 
data explorer with the historian AspenTech IP.21 databases. Since January 
2019, a narrowband infrastructure is available at Brage to install IoT sensors, 
that technology can be integrated by streaming data from an IoT hub into the  
system.

All data sources, currently saved in different databases such as SAP, Tieto or 
SQL can be pushed to the data lake where it can be accessed via different appli-
cations through one connection. Applications then can be selected based on 
their need and functionality as a service (AAS-application as a service), rather 
than its connectivity to different data sources.

As by today this infrastructure does not exist yet, as an example the pilot for 
the dashboarding solution is for the proof of concept phase currently directly 
connected to the historian database.

13.5  Outlook

Digitalization is a key aspect for the future to optimize processes and reduce 
costs by utilizing the available data combined with the right know how. In 
the short and mid-term, the importance lay with manifesting the solutions 
within the Brage operations to daily work will transform in being more ef-
ficient and effective. In a long-term perspective, it should be able to upscale 
solutions based on their needs to all business units in the Wintershall Dea 
environment.

FIGURE 13.6  Outline of a possible data lake solution for Brage.
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13.6  Conclusion

This chapter showed the journey from the ideation phase until the first imple-
mentations of a digital transformation of a brownfield platform. It explained 
why it makes sense to digitalize a brownfield platform. The origin of many 
challenges was often culturally rather than technologically.

A consequential finding already in the ideation phase was that it is impor-
tant that the external facilitator has great experience in the oil and gas industry 
with a deep understanding of the uniqueness of the business otherwise it was 
experience that the progress in identifying and developing ideas is slow and the 
engagement of people is less strong.

Creating an understanding of scrum and its benefits in product development 
and creating an understanding of ownership for the initiatives. A challenge was 
and still is in some cases to have product ownership.

Data availability, connectivity, liberation, and a clear data foundation is still 
a vision rather than reality. This, however, is a particularly important topic as it 
gives the foundation for all following analysis and data science work. Currently 
data connects are established on request and often takes weeks or months. Data 
availability, not only process data, but also getting data out of software tools and 
in the right format is complex and often a bottleneck in executing digitalization 
initiatives.

Beside the described focus projects and the deeper dive into two of them, 
so called “low hanging fruits,” easy and quick implementations, often with a 
great time saving benefit where executed as side initiatives, such as the water 
injection surveillance. Previously the surveillance was performed with various 
spreadsheets; a quick MVP was designed and then implemented in the Eigen 
Ingenuity platform, which provides now a compact dashboard overview with 
automatic alarms if threshold values were exceeded. This implementation did 
not take more than three days of active work.

Further reading
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